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#### Abstract

New first-order necessary optimality conditions with Lagrange multipliers for quasidifferentiable optimization with equality and inequality constraints are proposed. Kuhn-Tucker sufficient optimality conditions are also developed. Two kinds of differences for two convex compact sets, proposed by Demyanov and by Rubinov and Akhundov, respectively, are used.


## 1. Introduction

Quasidifferential calculus, developed by Demyanov and Rubinov, plays an important role in nonsmooth analysis and optimization. Since it is closely related to the classical directional derivative, quasidifferential could be used to describe the behavior of extreme point more strongly, and could be easily calculated in some cases. As we know, the early necessary optimality conditions in geometric form for quasidifferentiable optimization were proposed by Polyakova [15] and Shapiro [18]. The versions with Lagrange multipliers for the inequality constrained problem were initially developed by Eppler and Luderer [7] and further investigated by Gao [8] and Luderer [13]. For the equality and inequality constrained case, optimality conditions with Lagrange multipliers were studied by Gao [9] and Yin and Zhang [19]. The optimality conditions in [9] are presented by means of the Demyanov difference of subdifferential and minus superdifferential, where the subdifferential and the superdifferential is in the sense of quasidifferential calculus. It is well known that the optimality conditions with Lagrange multipliers have many advantages over those of geometric form.

The aim of this paper is to explore optimality conditions with Lagrange multipliers for quasidifferentiable optimization with equality and inequality con-
straints. Three necessary optimality conditions, which improve, in some sense, those given in [9], and corresponding sufficient optimality conditions are proposed. Two kinds of differences of two convex compact sets, proposed by Demyanov [3] and by Rubinov and Akhundov [17], respectively, are used. The remainder of this paper is organized as follows: In Sec. 2, preliminaries on quasidifferential calculus are recalled. In Sec. 3, three necessary optimality conditions are proposed. In Sec. 4, Kuhn-Tucker sufficient optimality conditions are developed.

## 2. Preliminaries

According to the definition in [5], $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is called quasidifferentiable at a point $x \in \mathbb{R}^{n}$ (in the sense of Demyanov and Rubinov), if it is directionally differentiable at $x$, i.e., the directional derivative

$$
\begin{equation*}
f^{\prime}(x ; d)=\lim _{t \rightarrow+0^{+}} \frac{1}{t}[f(x+t d)-f(x)], \quad d \in \mathbb{R}^{n} \tag{2.1}
\end{equation*}
$$

is well-defined; moreover, the function $f^{\prime}(x ; \cdot)$ is representable as the difference of two sublinear functions. In other words, there exists a pair of convex compact sets $\underline{\partial} f(x), \bar{\partial} f(x) \subset \mathbb{R}^{n}$ such that

$$
\begin{equation*}
f^{\prime}(x ; d)=\max _{v \in \underline{f} f(x)} v^{T} d+\min _{w \in \bar{\partial} f(x)} w^{T} d, \quad d \in \mathbb{R}^{n} \tag{2.2}
\end{equation*}
$$

The pair of sets $D f(x)=[\underline{\partial} f(x), \bar{\partial} f(x)]$ is called a quasidifferential of $f$ at $x$, $\underline{\partial} f(x)$ and $\bar{\partial} f(x)$ are called a subdifferential and a superdifferential, respectively.
$f$ is said to be uniformly directionally differentiable at $x$, if the convergence in (2.1) holds uniformly with respect to any unit vector $d$. It was shown that the directional differentiability is equivalent to the uniformly directional differentiability for a locally Lipschitzian function [5]. Obviously, the quasidifferential is not uniquely defined. Actually, suppose that $[U, V]$ is a quasidifferential of $f$ at $x$, then for any convex compact set $S \subset \mathbb{R}^{n}$, the pair of sets $[U+S, V-S]$ is also a quasidifferential of $f$ at $x$. The class of quasidifferentiable functions contains convex, concave and differentiable functions, but also convex-concave, maximum and other functions. It even contains some functions, which are not locally Lipschitzian.

Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be locally Lipschitzian in a neighborhood of $x$. By the definition in $[1]$, the (Clarke) generalized gradient of $f$ at $x$, denoted by $\partial_{\mathrm{Cl}} f(x)$, is of the form:

$$
\partial_{\mathrm{C} 1} f(x)=\operatorname{co}\left\{u \in \mathbb{R}^{n} \mid u=\lim _{x_{n} \rightarrow x} \nabla f\left(x_{n}\right), \nabla f\left(x_{n}\right) \text { exists, } x_{n} \rightarrow x\right\}
$$

where "co" denotes convex hull.
In what follows, we review some of related concepts from $[5,11,16,17]$.
Let $S \subset \mathbb{R}^{n}$ be a convex compact set.

$$
P_{S}(x)=\max _{u \in S} u^{T} x, \quad x \in \mathbb{R}^{n}
$$

is called the support function of the set $S$. It is true that $P_{S}$ is a convex function on $\mathbb{R}^{n}$ with

$$
\begin{equation*}
\partial P_{S}(x)=\left\{u \in S \mid u^{T} x=P_{S}(x)\right\} \tag{2.3}
\end{equation*}
$$

particularly $\partial P_{S}(0)=S$, where " $\partial$ " denotes subdifferential in the sense of convex analysis. From (2.3), it follows that $P_{S}$ is differentiable at $x$ if and only if the right hand side of (2.3) is a singleton. Given a point $x \in \mathbb{R}^{n}$, if the set $\left\{u \in S \mid u^{T} x=P_{S}(x)\right\}$ is a singleton, denoted by $\left\{u_{0}\right\}$, where $u_{0} \in S$, then $\nabla P_{S}(x)=u_{0}$.

A set $T \subset \mathbb{R}^{n}$ is called of full measure (with respect to $\mathbb{R}^{n}$ ), if $\mathbb{R}^{n} \backslash T$ is a set of measure zero. Let $U, V \subset \mathbb{R}^{n}$ be two convex compact sets and $T \subset \mathbb{R}^{n}$ be a full measure set such that their support functions $P_{U}$ and $P_{V}$ are differentiable at every point $x \in T$. The set $U \dot{-} V$, called the Demyanov difference of $U$ and $V$, is defined as the following:

$$
\begin{equation*}
U \dot{-} V=\operatorname{clco}\left\{\nabla P_{U}(x)-\nabla P_{V}(x) \mid x \in T\right\} \tag{2.4}
\end{equation*}
$$

where "cl" and "co" denote closure and convex hull, respectively. It has been shown that $U-V$ does not depend on the specific choice of the set $T$, so it is well-defined.

The Demyanov difference was implicitly introduced by Demyanov [3] in order to establish a relation between quasidifferential and the generalized gradient. According to $[5,17]$, the following relation holds:

$$
\begin{equation*}
\left.\partial_{\mathrm{C} 1} f^{\prime}(x ; y)\right|_{y=0}=\underline{\partial} f(x) \dot{-}(-\bar{\partial} f(x)) \tag{2.5}
\end{equation*}
$$

Therefore, if both $\left[U_{1}, V_{1}\right]$ and $\left[U_{2}, V_{2}\right]$ are quasidifferentials of $f$ at $x$, then $U_{1} \dot{-}\left(-V_{1}\right)=U_{2} \dot{-}\left(-V_{2}\right)$. That is to say the set $\underline{\partial} f(x) \dot{-}(-\bar{\partial} f(x))$ is independent from the specific choice of the quasidifferential.

Let $S$ be a set in $\mathbb{R}^{n}$. Given a point $x \in \mathbb{R}^{n}$, put

$$
\begin{gathered}
G_{x}(S)=\left\{u \in S \mid u^{T} x=P_{S}(x)\right\} \\
\widetilde{G}_{x}(S)=\left\{u \in S \mid u^{T} x=\min _{u \in S} u^{T} x\right\} .
\end{gathered}
$$

The set $G_{x}(S)$ and $\widetilde{G}_{x}(S)$ are called the max-face and min-face of the set $S$ generated by $x$, respectively.

Let $U$ and $V$ be convex compact sets, the operation $\ddot{-}$ of $U$ and $V$, proposed by Rubinov and Akhundov [17], is defined by

$$
\begin{equation*}
U \ddot{-} V=\operatorname{clco} \bigcup_{x \neq 0}\left[G_{x}(U)-G_{x}(V)\right] \tag{2.6}
\end{equation*}
$$

We call $U \ddot{-} V$ the Rubinov difference of $U$ and $V$.
Let $T \subset \mathbb{R}^{n}$, we say the set $T$ has the property $(\mathcal{E})$ with respect to the pair of sets $[U, V]$, if the measure of the set $\mathbb{R}^{n} \backslash T$ is zero, and both $G_{x}(U)$ and $\widetilde{G}_{x}(V)$ for any $x \in T$ are singletons.

Let $M(x)$ denote a family of functions $f$ defined on an open set $X \subset \mathbb{R}^{n}$ with $x \in X$ satisfying:
(a) $f$ is locally Lipschitzian in a neighborhood of $x$, denoted by $N(x, \delta)$.
(b) $f$ is quasidifferentiable at $x$.
(c) There exist a subset $Q \subset V_{f}$ of full measure (with respect to $N(x, \delta)$ ), where $V_{f}$ is the set of the point $y \in N(x, \delta)$ where the gradient of $f$ exists at $y$, and a set $T$ possessing the property $(\mathcal{E})$ with respect to the pair of sets $[\underline{\partial} f(x), \bar{\partial} f(x)]$ such that the relation

$$
g_{k} \rightarrow g, t_{k} \rightarrow 0^{+}, x_{k}=x+t_{k} g_{k} \in Q, g \in T
$$

implies

$$
\nabla f\left(x_{k}\right) \rightarrow \operatorname{Arg} \max _{u \in \underline{\partial} f(x)} u^{T} g+\operatorname{Arg} \min _{w \in \overline{\bar{\sigma}} f(x)} w^{T} g
$$

The following relation between quasidifferential and the generalized gradient was obtained by Rubinov and Akhundov [17], see also [5]:

$$
\begin{equation*}
\underline{\partial} f(x) \dot{-}(-\bar{\partial} f(x)) \subset \partial_{\mathrm{Cl}} f(x), \quad \forall f \in M(x) \tag{2.7}
\end{equation*}
$$

Along with $M(x)$, let us consider the function family $\widetilde{M}(x)$ consisting of functions having the properties (a), (b) and the following property (d):
(d) One can find: (1) a subset $Q \subset N(x, \delta)$ of full measure (with respect to $N(x, \delta)$ ) at every point $y$ of which the gradient $\nabla f(y)$ exists; (2) a quasidifferential $[\underline{\partial} f(x), \bar{\partial} f(x)]$ of the function $f$ at the point $x$ such that the relations

$$
g_{k} \rightarrow g, t_{k} \rightarrow 0^{+}, x_{k}=x+t_{k} g_{k} \in Q, \quad \nabla f\left(x_{k}\right) \rightarrow v
$$

imply $v \in G_{g}(U)+\widetilde{G}_{g}(V)$.
It is true that $\widetilde{M}(x) \subset M(x)$. Any one of families $\widetilde{M}(x)$ and $M(x)$ contains convex, concave functions and maximum of smooth functions. If $f_{1}, \ldots, f_{m}$ belong to $M(x)$ (or $\widetilde{M}(x))$, then $\max _{1 \leq i \leq m} f_{i}$ and $g\left(f_{1}(\cdot), \ldots, f_{m}(\cdot)\right)$ still belong to $M(x)$ (or $\widetilde{M}(x)$ ), where $g$ is continuously differentiable on $\mathbb{R}^{m}$. The relation below holds:

$$
\begin{equation*}
\partial_{\mathrm{Cl}} f(x) \subset \underline{\partial} f(x) \ddot{-}(-\bar{\partial} f(x)), \quad \forall f \in \widetilde{M}(x) \tag{2.8}
\end{equation*}
$$

moreover,

$$
\underline{\partial} f(x) \dot{-}(-\bar{\partial} f(x)) \subset \partial_{\mathrm{Cl}} f(x) \subset \underline{\partial} f(x) \ddot{-}(-\bar{\partial} f(x)), \quad \forall f \in \tilde{\widetilde{M}}(x)
$$

Now, let us consider the following problem:

$$
\begin{aligned}
\left(\mathrm{P}_{1}\right) \quad \begin{array}{c}
\text { minimize }
\end{array} & f_{0}(x) \\
\text { subject to } & f_{i}(x) \leq 0, i=1, \ldots, m \\
& h_{j}(x)=0, j=1, \ldots, p
\end{aligned}
$$

where $f_{i}, h_{j}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ for $i=0,1, \ldots, m, j=1, \ldots, p$ are quasidifferentiable.

Given a point $x \in \mathbb{R}^{n}$, denote

$$
\begin{aligned}
\Gamma(x)= & \left\{y \in \mathbb{R}^{n} \mid \exists \lambda \geq 0, x_{k} \rightarrow x, x_{k} \neq x\right. \\
& \left.h_{j}\left(x_{k}\right)=0,1 \leq j \leq p, \frac{x_{k}-x}{\left\|x_{k}-x\right\|} \rightarrow y_{0}, y=\lambda y_{0}\right\} \\
& \gamma(x)=\left\{y \in \mathbb{R}^{n} \mid h_{j}^{\prime}(x ; y)=0, j=1, \ldots, p\right\} .
\end{aligned}
$$

The following two hypotheses for $h_{j}(j=1, \ldots, p)$ at a point will be used to establish necessary optimality conditions for the problem ( $\mathrm{P}_{1}$ ).
Hypothesis 1. $\Gamma(x)=\gamma(x)$.
Hypothesis 2. For every $y \in \gamma(x)$, both $G_{y}\left(\underline{\partial} h_{j}(x)\right)$ and $\widetilde{G}_{y}\left(\bar{\partial} h_{j}(x)\right)$ are singletons, denoted by $G_{y}\left(\underline{\partial} h_{j}(x)\right)=\left\{a_{j}(x, y)\right\}$ and $\widetilde{G}_{y}\left(\bar{\partial} h_{j}(x)\right)=\left\{b_{j}(x, y)\right\}$, respectively. Moreover, vectors $a_{1}(x, y)+b_{1}(x, y), \ldots, a_{p}(x, y)+b_{p}(x, y)$ are linearly independent.

It is easy to see that both $G_{y}\left(\underline{\partial} h_{j}(x)\right)=\left\{a_{j}(x, y)\right\}$ and $\widetilde{G}_{y}\left(\bar{\partial} h_{j}(x)\right)=$ $\left\{b_{j}(x, y)\right\}$ imply that functions $\max _{v \in \underline{\partial} h_{j}(x)} v^{T} y$ and $\min _{w \in \bar{\partial}_{j}(x)} w^{T} y$ are differentiable at $y$ with

$$
\nabla_{y} \max _{v \in \underline{\partial} h_{j}(x)} v^{T} y=a_{j}(x, y), \quad j=1, \ldots, p
$$

and

$$
\nabla_{y} \min _{w \in \overline{\bar{\partial}} h_{j}(x)} w^{T} y=b_{j}(x, y), j=1, \ldots, p
$$

Thus, the function $h_{j}^{\prime}(x ; \cdot)$ is differentiable at $y$ with

$$
\nabla_{y} h_{j}^{\prime}(x ; y)=a_{j}(x, y)+b_{j}(x, y), \quad j=1, \ldots, p
$$

On the other hand, the fact that $a_{1}(x, y)+b_{1}(x, y), \ldots, a_{p}(x, y)+b_{p}(x, y)$ are linearly independent implies that $p \leq n$ and Jacobian of $\left(h_{1}^{\prime}(x ; y), \ldots, h_{p}^{\prime}(x ; y)\right)^{T}$ with $y$ as variable is of full rank. Hypotheses 1 and 2 were initially proposed to derive the optimality conditions of geometric form for the problem $\left(\mathrm{P}_{1}\right)$ by Polyakova [15] and Shapiro [18], respectively.

We now give some notations, which will be often used later on. Denote

$$
\begin{equation*}
I(x)=\left\{i \mid f_{i}(x)=0, i=1, \ldots, m\right\} \tag{2.9}
\end{equation*}
$$

denote $U \dot{+} V$ for $U \ddot{-}(-V)$ and denote $U \ddot{+} V$ for $U \ddot{-}(-V)$.
Proposition 2.1 [9]. Suppose that $\bar{x}$ is a minimizer to the problem $\left(\mathrm{P}_{1}\right), f_{i}$ for $i=1, \ldots, m$ are uniformly directionally differentiable at $\bar{x}$ and at least one of Hypothesis 1 and Hypothesis 2 holds. Denote

$$
f(x)=\max \left\{f_{0}(x)-f_{0}(\bar{x}), f_{i}(x) \mid i \in I(\bar{x})\right\} .
$$

Then $y=0$ is a minimizer to the following problem:
$\left(\mathrm{P}_{2}\right) \quad$ minimize $f^{\prime}(\bar{x} ; y)$,

$$
\text { subject to } h_{j}^{\prime}(\bar{x} ; y)=0, j=1, \ldots, p
$$

Proposition 2.2 [9]. Suppose that $\bar{x} \in \mathbb{R}^{n}$ is a minimizer to the problem $\left(\mathrm{P}_{1}\right)$, $f_{i}$ for $i=0,1, \ldots, m$ and $h_{j}$ for $j=1, \ldots, p$ are uniformly directionally differentiable at $\bar{x}$ and at least one of Hypothesis 1 and Hypothesis 2 holds at $\bar{x}$. Then, there exist scalars $\lambda_{i} \geq 0, i=0,1, \ldots, m, \mu_{j}, j=1, \ldots, p$, not all zero, such that

$$
\begin{gather*}
0 \in \sum_{i=0}^{m} \lambda_{i}\left(\underline{\partial} f_{i}(\bar{x})+\bar{\partial} f_{i}(\bar{x})\right)+\sum_{j=1}^{p} \mu_{j}\left(\underline{\partial} h_{j}(\bar{x})+\bar{\partial} h_{j}(\bar{x})\right),  \tag{2.10}\\
\lambda_{i} f_{i}(\bar{x})=0, \quad i=1, \ldots, m . \tag{2.11}
\end{gather*}
$$

Proposition 2.3 [9]. Suppose that $\bar{x} \in \mathbb{R}^{n}$ is a minimizer to the problem $\left(\mathrm{P}_{1}\right)$, and $h_{j}$ for $j=1, \ldots, p$ are locally Lipschitzian in a neighborhood of $\bar{x}$. Then, for any set of $w_{i} \in \bar{\partial} f_{i}(\bar{x}), i=0,1, \ldots, m$, there exist scalars $\lambda_{i}(w) \geq 0$, $i=0,1, \ldots, m, \mu_{j}(w), j=1, \ldots, p$, not all zero, such that

$$
\begin{gather*}
0 \in \sum_{i=0}^{m} \lambda_{i}(w)\left(\underline{\partial} f_{i}(\bar{x})+w_{i}\right)+\sum_{j=1}^{p} \mu_{j}(w) \partial_{\mathrm{C} 1} h_{j}(\bar{x}),  \tag{2.12}\\
\lambda_{i}(w) f_{i}(\bar{x})=0, \quad i=1, \ldots, m \tag{2.13}
\end{gather*}
$$

where $\lambda_{i}(w), i=1, \ldots, m$ and $\mu_{j}(w), j=1, \ldots, p$ depend on the specific choice of $w=\left(w_{0}, w_{1}, \ldots, w_{m}\right)$.

Proposition 2.4 [19]. Suppose that $\bar{x} \in \mathbb{R}^{n}$ is a minimizer to the problem $\left(\mathrm{P}_{1}\right)$, and $f_{i}$ for $i=0,1, \ldots, m$ and $h_{j}$ for $j=1, \ldots, p$ are uniformly directionally differentiable at $\bar{x}$ and Hypothesis 1 holds at $\bar{x}$. Then, for any set of $w_{i} \in$ $\bar{\partial} f_{i}(\bar{x}), i=0,1, \ldots, m$, there exist scalars $\lambda_{i}(w) \geq 0, i=0,1, \ldots, m, \mu_{j}(w)$, $j=1, \ldots, p$, not all zero, such that

$$
\begin{gather*}
0 \in \sum_{i=0}^{m} \lambda_{i}(w)\left(\underline{\partial} f_{i}(\bar{x})+w_{i}\right)+\sum_{j=1}^{p} \mu_{j}(w)\left(\underline{\partial} h_{j}(\bar{x})+\bar{\partial} h_{j}(\bar{x})\right)  \tag{2.14}\\
\lambda_{i} f_{i}(\bar{x})=0, \quad i=1, \ldots, m \tag{2.15}
\end{gather*}
$$

where $\lambda_{i}(w), i=1, \ldots, m$ and $\mu_{j}(w), j=1, \ldots, p$ depend on the specific choice of $w=\left(w_{0}, w_{1}, \ldots, w_{m}\right)$.

## 3. Necessary Optimality Conditions

In this section, three necessary optimality conditions with Lagrange multipliers for the problem $\left(\mathrm{P}_{1}\right)$ are developed.

Theorem 3.1. Suppose that $\bar{x} \in \mathbb{R}^{n}$ is a minimizer to the problem $\left(\mathrm{P}_{1}\right)$, and $f_{i}$ for $i=0,1, \ldots, m$ and $h_{j}$ for $j=1, \ldots, p$ are uniformly directionally differentiable at $\bar{x}$ and at least one of Hypotheses 1 and 2 holds at $\bar{x}$. Then, for any set of $w_{i} \in \bar{\partial} f_{i}(\bar{x}), i=0,1, \ldots, m$, there exist scalars $\lambda_{i}(w) \geq 0, i=$ $0,1, \ldots, m, \mu_{j}(w), j=1, \ldots, p$, not all zero, such that

$$
\begin{gather*}
0 \in \sum_{i=0}^{m} \lambda_{i}(w)\left(\underline{\partial} f_{i}(\bar{x})+w_{i}\right)+\sum_{j=1}^{p} \mu_{j}(w)\left(\underline{\partial} h_{j}(\bar{x}) \dot{+} \bar{\partial} h_{j}(\bar{x})\right)  \tag{3.1}\\
\lambda_{i} f_{i}(\bar{x})=0, \quad i=1, \ldots, m \tag{3.2}
\end{gather*}
$$

where $\lambda_{i}(w), i=1, \ldots, m$ and $\mu_{j}(w), j=1, \ldots, p$ depend on the specific choice of $w=\left(w_{0}, w_{1}, \ldots, w_{m}\right)$.

Proof. It follows from Proposition 2.1 that $y=0$ is a minimizer to the problem $\left(\mathrm{P}_{2}\right)$. Noting

$$
f^{\prime}(\bar{x} ; y)=\max \left\{f_{i}^{\prime}(\bar{x} ; y) \mid i \in\{0\} \bigcup I(\bar{x})\right\}
$$

one has that $(y, z)=0$ is a minimizer to the following problem:

$$
\begin{aligned}
& \left(\mathrm{P}_{3}\right) \quad \text { minimize } z, \\
& \text { subject to } f_{i}^{\prime}(\bar{x} ; y)-z \leq 0, i \in\{0\} \bigcup I(\bar{x}) \\
& \quad h_{j}^{\prime}(\bar{x} ; y)=0, j=1, \ldots, p
\end{aligned}
$$

where $y \in \mathbb{R}^{n}, z \in \mathbb{R},(y, z) \in \mathbb{R}^{n+1}$. By virtue of (2.2), for any set of $w_{i} \in \bar{\partial} f_{i}(\bar{x})$, $i=0,1, \ldots, m$, the following relation holds:

$$
\max _{u \in \underline{\partial} f_{i}(\bar{x})} u^{T} y+w_{i}^{T} y \leq f_{i}^{\prime}(\bar{x} ; y)
$$

Hence, for any set of $w_{i} \in \bar{\partial} f_{i}(\bar{x}), i=0,1, \ldots, m,(y, z)$ is a minimizer of the following problem:
$\left(\mathrm{P}_{4}\right) \quad$ minimize $z$,

$$
\begin{gathered}
\text { subject to } \max _{u \in \underline{\partial} f_{i}(\bar{x})} u^{T} y+w_{i}^{T} y \leq 0, i \in\{0\} \bigcup I(\bar{x}) \\
h_{j}^{\prime}(\bar{x} ; y)=0, j=1, \ldots, p
\end{gathered}
$$

Evidently, all corresponding functions in $\left(\mathrm{P}_{4}\right)$ with $(y, z) \in \mathbb{R}^{n+1}$ as variable, are locally Lipschitzian. Hence, from the Fritz John necessary optimality condition in terms of the generalized gradient for $\left(\mathrm{P}_{4}\right)$ [1, Th. 6.1.1], it follows that there exist scalars $\bar{\lambda}(w) \geq 0, \lambda_{i}(w) \geq 0, i \in\{0\} \bigcup I(\bar{x}), \mu_{j}(w), j=1, \ldots, p$, not all zero, such that

$$
\begin{align*}
\left.0 \in \bar{\lambda}(w) \partial_{\mathrm{Cl}} z\right|_{(y, z)=0} & +\left.\sum_{i \in\{0\} \cup I(\bar{x})} \lambda_{i}(w) \partial_{\mathrm{Cl}}\left(\max _{u \in \underline{\partial} f_{i}(\bar{x})} u^{T} y+w_{i}^{T} y\right)\right|_{(y, z)=0} \\
& +\left.\sum_{j=1}^{p} \mu_{j}(w) \partial_{\mathrm{Cl}} h_{j}^{\prime}(\bar{x} ; y)\right|_{(y, z)=0} \tag{3.3}
\end{align*}
$$

where $0 \in \mathbb{R}^{n+1}$. By virtue of (2.3), (2.5) and (3.3), we have that

$$
\begin{align*}
0 \in \bar{\lambda}(w)(0,1)^{T} & +\sum_{i \in\{0\} \cup I(\bar{x})} \lambda_{i}(w)\left(\underline{\partial} f_{i}(\bar{x})+w_{i},-1\right) \\
& +\sum_{j=1}^{p} \mu_{j}(w)\left(\underline{\partial} h_{j}(\bar{x})+\bar{\partial} h_{j}(\bar{x}), 0\right) . \tag{3.4}
\end{align*}
$$

This leads to

$$
\begin{gather*}
0 \in \sum_{i \in\{0\} \cup I(\bar{x})} \lambda_{i}(w)\left(\underline{\partial} f_{i}(\bar{x})+w_{i}\right)+\sum_{j=1}^{p} \mu_{j}(w)\left(\underline{\partial} h_{j}(\bar{x})+\bar{\partial} h_{j}(\bar{x})\right),  \tag{3.5}\\
\bar{\lambda}(w)=\sum_{i \in\{0\} \cup I(\bar{x})} \lambda_{i}(w) \tag{3.6}
\end{gather*}
$$

The relation (3.6) implies that $\lambda_{i}(w)$ for $i \in\{0\} \bigcup I(\bar{x})$ and $\mu_{j}(w)$ for $j=$ $1, \ldots, p$ are not all zero. (Otherwise, it follows from (3.6) that $\bar{\lambda}(w)=0$, thus $\bar{\lambda}(w), \lambda_{i}(w), i \in\{0\} \bigcup I(\bar{x}), \mu_{j}(w), j=1, \ldots, p$ are all zero.) Taking $\lambda_{i}(w)=0$ for $i \in\{1, \ldots, m\} \backslash I(\bar{x})$, we obtain (3.1) and (3.2). This completes the proof of the theorem.

If $h_{j} \in M(\bar{x})$ for $j=1, \ldots, p$, the relation (3.1) yields the relation (2.12) because of $\underline{\partial} h_{j}(\bar{x}) \dot{+} \bar{\partial} h_{j}(\bar{x}) \subset \partial_{\mathrm{Cl}} h_{j}(\bar{x})$. This shows us that the optimality condition (3.1) is sharper than the one given in (2.12) in the case $h_{j} \in M(\bar{x})$.

In the light of the notion of the first order approximation and a related optimality condition, introduced by Ioffe [12], we can develop another optimality condition for the problem ( $\mathrm{P}_{1}$ ).

Given $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$, we say $g: \mathbb{R}^{n} \rightarrow \mathbb{R}$ to be a first order approximation for $f$ at $x \in \mathbb{R}^{n}$, provided that

$$
\begin{equation*}
g(t y)=t g(y), \quad \forall t \geq 0, y \in \mathbb{R}^{n} \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\limsup _{t \rightarrow 0^{+}} \frac{1}{t}[f(x+t y)-f(x)-t g(y)] \leq 0, \quad \forall y \in \mathbb{R}^{n} \tag{3.8}
\end{equation*}
$$

Proposition 3.1. [12, Th. 3] Suppose that $\bar{x}$ is a minimizer to the problem $\left(\mathrm{P}_{2}\right)$, and $h_{j}$ for $j=1, \cdots, p$ are locally Lipschitzian in a neighborhood of $\bar{x}$ and each $g_{i}$ is a convex and continuous first order approximation for $f_{i}$ at $\bar{x}$. Then there exist scalars $\lambda_{i} \geq 0, i=0,1, \cdots, m, \mu_{j}, j=1, \cdots, p$, not all zero, such that

$$
\begin{gather*}
0 \in \sum_{i=0}^{m} \lambda_{i} \partial g_{i}(0)+\sum_{j=1}^{p} \mu_{j} \partial_{\mathrm{Cl}} h_{j}(\bar{x})  \tag{3.9}\\
\lambda_{i} f_{i}(\bar{x})=0, \quad i=1, \ldots, m \tag{3.10}
\end{gather*}
$$

We now present an optimality condition for the problem $\left(\mathrm{P}_{1}\right)$ without assumptions except for the Lipschitzian property of $h_{j}$.

Theorem 3.2. Suppose that $\bar{x} \in \mathbb{R}^{n}$ is a minimizer to the problem $\left(\mathrm{P}_{1}\right)$, $h_{j}$ for $j=1, \ldots, m$ are locally Lipschitzian in a neighborhood of $\bar{x}$. Then, there exist scalars $\lambda_{i} \geq 0, i=0,1, \ldots, m, \mu_{j}, j=1, \ldots, p$, not all zero, such that

$$
\begin{gather*}
0 \in \sum_{i=0}^{m} \lambda_{i}\left(\underline{\partial} f_{i}(\bar{x})+\bar{\partial} f_{i}(\bar{x})\right)+\sum_{j=1}^{p} \mu_{j} \partial_{\mathrm{Cl}} h_{j}(\bar{x})  \tag{3.11}\\
\lambda_{i} f_{i}(\bar{x})=0, \quad i=1, \ldots, m \tag{3.12}
\end{gather*}
$$

Proof. Let $g_{i}$ be the support function of the set $\underline{\partial} f_{i}(\bar{x})+\bar{\partial} f_{i}(\bar{x})$, i.e.,

$$
g_{i}(y)=\max _{v \in \underline{\partial} f_{i}(\bar{x}) \dot{+} \bar{\partial} f_{i}(\bar{x})} v^{T} y, \quad i=0,1, \ldots, m
$$

We next proceed to show $f_{i}^{\prime}(x ; y) \leq g_{i}(y)$. Let

$$
\begin{equation*}
T_{i}=\left\{y \in \mathbb{R}^{n} \mid G_{y}\left(\underline{\partial} f_{i}(\bar{x})\right), \widetilde{G}_{y}\left(\bar{\partial} f_{i}(\bar{x})\right) \text { are singletons }\right\}, i=1, \ldots, m \tag{3.13}
\end{equation*}
$$

Denote

$$
\begin{array}{ll}
G_{y}\left(\underline{\left.\partial f_{i}(\bar{x})\right)=\left\{v_{i}(y)\right\},} \quad \forall y \in T_{i}\right. \\
\widetilde{G}_{y}\left(\bar{\partial} f_{i}(\bar{x})\right)=\left\{w_{i}(y)\right\}, \quad \forall y \in T_{i}
\end{array}
$$

Indeed, each $T_{i}$ is the set where the convex function $\max _{u \in \underline{\partial} f_{i}(\bar{x})} u^{T} y$ and the concave function $\min _{u \in \bar{\partial} f_{i}(\bar{x})}$ are differentiable. Therefore, the set $T_{i}$ is of full measure. We set $U=\underline{\partial} f_{i}(\bar{x}), V=-\bar{\partial} f_{i}(\bar{x})$ and $T=T_{i}$ in (2.4). It is easy to see that

$$
v_{i}(y)+w_{i}(y) \in \underline{\partial} f_{i}(\bar{x}) \dot{+} \bar{\partial} f_{i}(\bar{x})
$$

Hence, one has that

$$
\begin{align*}
f_{i}^{\prime}(\bar{x} ; y) & =\left(v_{i}(y)+w_{i}(y)\right)^{T} y \\
& \leq g_{i}(y), \quad \forall y \in T_{i} \tag{3.14}
\end{align*}
$$

Since $T_{i}$ is of full measure, as well as $f_{i}^{\prime}(\bar{x} ; y)$ with $y$ as variable and $g_{i}$ are continuous, it follows from (3.14) that

$$
f_{i}^{\prime}(\bar{x} ; y) \leq g_{i}(y), \quad \forall y \in \mathbb{R}^{n}
$$

This implies that

$$
\limsup _{t \rightarrow 0^{+}} \frac{1}{t}\left[f_{i}(x+t y)-f_{i}(x)-t g_{i}(y)\right] \leq 0, \quad \forall y \in \mathbb{R}^{n}
$$

On the other hand, it is easy to see

$$
g_{i}(t y)=t g_{i}(y), \quad \forall t \geq 0, y \in \mathbb{R}^{n}
$$

By definition, each $g_{i}$ is a first order approximation for $f_{i}$ at $\bar{x}$. The convexity and continuity of $g_{i}$ contribute to the fact that $g_{i}$ is a support function. According to Proposition 3.1 and the formulation (2.3), we conclude the result of the theorem.

Based on Theorem 3.2 and properties of the functions in the family $\widetilde{M}(x)$, we obtain the following theorem immediately.

Theorem 3.3. Suppose that $\bar{x} \in \mathbb{R}^{n}$ is a minimizer to the problem $\left(\mathrm{P}_{1}\right)$ and $h_{j} \in \widetilde{M}(\bar{x})$ for $j=1, \ldots, p$. Then, there exist scalars $\lambda_{i} \geq 0, i=0,1, \ldots, m$, $\mu_{j}, j=1, \ldots, p$, not all zero, such that

$$
\begin{gather*}
0 \in \sum_{i=0}^{m} \lambda_{i}\left(\underline{\partial} f_{i}(\bar{x})+\bar{\partial} f_{i}(\bar{x})\right)+\sum_{j=0}^{m} \lambda_{j}\left(\underline{\partial} h_{j}(\bar{x}) \ddot{+} \bar{\partial} h_{j}(\bar{x})\right)  \tag{3.15}\\
\lambda_{i} f_{i}(\bar{x})=0, \quad i=1, \ldots, m \tag{3.16}
\end{gather*}
$$

We have obtained three necessary optimality conditions with Lagrange multipliers. These results improve those given in [9] and [19] in some sense. If $h_{j} \in M(x)$ then $\left(\underline{\partial} h_{j}(\bar{x})+\bar{\partial} h_{j}(\bar{x})\right) \subset \partial_{\mathrm{C} 1} h_{j}(\bar{x})$, therefore the relation (3.1) implies (2.12). That is to say (3.1) is sharper than (2.12) in the case $h_{j} \in M(x)$ for $j=1, \ldots, m$. Besides, the relation $\underline{\partial} h_{j}(\bar{x})+\bar{\partial} h_{j}(\bar{x}) \subset \underline{\partial} h_{j}(\bar{x})+\bar{\partial} h_{j}(\bar{x})$ always holds. Hence, (3.1) is always sharper than (2.14). Compared with (2.12), the Lagrange multipliers in (3.11) are independent of the specific choice of the set of elements of superdifferentials. In the optimality condition (3.15), the Lagrange multipliers are independent of the set of elements of superdifferentials, and only the quasidifferential is utilized. In [15] and [18], necessary optimality conditions were presented in a different form where Lagrange multipliers are not used.

## 4. Sufficient Optimality Conditions

This section is devoted to several sufficient optimality conditions for the problem ( $\mathrm{P}_{1}$ ) under the assumption of the so-called $F_{\eta}$-quasiconvexity and $F_{\eta}$-pseudoconvexity, which were used by Yin and Zhang [19] to establish sufficient optimality conditions corresponding to Proposition 2.4.

Definition 4.1. $F: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ is called right sublinear, if for any fixed $x \in \mathbb{R}^{n}, F(x, \cdot)$ is sublinear.

Definition 4.2. $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is called $F_{\eta}$-quasiconvex with respect to the convex compact set $S \subset \mathbb{R}^{n}$ at $\bar{x}$, if there exist a right sublinear function $F$ and a vector
mapping $\eta: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ such that for any $x \in \mathbb{R}^{n}$, the relation $f(x) \leq f(\bar{x})$ implies

$$
F(\eta(x, \bar{x}), w)<0, \quad \forall w \in S
$$

Definition 4.3. $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is called $F_{\eta}$-pseudoconvex with respect to the convex compact set $S \subset \mathbb{R}^{n}$ at $\bar{x}$, if there exist a right sublinear function $F$ and a vector mapping $\eta: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ such that for any $x \in \mathbb{R}^{n}$, the relation $f(x)<f(\bar{x})$ implies

$$
F(\eta(x, \bar{x}), w)<0, \quad \forall w \in S
$$

Theorem 4.1. Let $\bar{x}$ be a feasible solution of the problem $\left(\mathrm{P}_{1}\right)$ and let $\bar{x}$ satisfy the Kuhn-Tucker optimality condition corresponding to Theorem 3.2, i.e.,

$$
\begin{equation*}
0 \in\left(\underline{\partial} f_{0}(\bar{x}) \dot{+} \bar{\partial} f_{0}(\bar{x})\right)+\sum_{i=1}^{m} \lambda_{i}\left(\underline{\partial} f_{i}(\bar{x}) \dot{+} \bar{\partial} f_{i}(\bar{x})\right)+\sum_{j=1}^{p} \mu_{j} \partial_{\mathrm{Cl} 1} h_{j}(\bar{x}) \tag{4.1}
\end{equation*}
$$

and (3.12) hold. Denote

$$
\begin{aligned}
J^{+} & =\left\{j \mid \mu_{j}>0, j=1, \ldots, p\right\} \\
J^{-} & =\left\{j \mid \mu_{j}<0, j=1, \ldots, p\right\}
\end{aligned}
$$

Suppose that there exist a right sublinear function $F$ and a vector mapping $\eta$ : $\mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$, such that $f_{0}$ is $F_{\eta}$-pseudoconvex with respect to $\underline{\partial} f_{0}(\bar{x}) \dot{+} \bar{\partial} f_{0}(\bar{x})$ at $\bar{x}, f_{i}$ is $F_{\eta}$-quasiconvex with respect to $\underline{\partial} f_{i}(\bar{x}) \dot{+} \bar{\partial} f_{i}(\bar{x})$ at $\bar{x}, h_{j}\left(j \in J^{+}\right)$is $F_{\eta}$-quasiconvex with respect to $\partial_{\mathrm{Cl}} h_{j}(\bar{x})$ at $\bar{x}$ and $h_{j}\left(j \in J^{-}\right)$is $F_{\eta}$-quasiconvex with respect to $-\partial_{\mathrm{C} 1} h_{j}(\bar{x})$ at $\bar{x}$. Then, $\bar{x}$ is a minimizer of the problem $\left(\mathrm{P}_{1}\right)$.

Proof. By virtue of (4.1) and (3.12), there exist $w_{i} \in \underline{\partial} f_{i}(\bar{x})+\bar{\partial} f_{i}(\bar{x})$ and $v_{j} \in$ $\partial_{\mathrm{C} 1} h_{j}(\bar{x})$ such that

$$
\begin{align*}
0 & \in w_{0}+\sum_{i \in I(\bar{x})} \lambda_{i} w_{i}+\sum_{j=1}^{p} \mu_{j} v_{j} \\
& =w_{0}+\sum_{i \in I(\bar{x})} \lambda_{i} w_{i}+\sum_{j \in J^{+}} \mu_{j} v_{j}+\sum_{j \in J^{-}}\left(-\mu_{j}\right) v_{j} \tag{4.2}
\end{align*}
$$

Suppose that $x$ is a feasible point of $\left(\mathrm{P}_{1}\right)$, then $f_{i}(x) \leq 0=f_{i}(\bar{x}), i \in I(\bar{x})$, $h_{j}(x)=0=h_{j}(\bar{x})$. Since $f_{0}$ is $F_{\eta}$-pseudoconvex with respect to $\underline{\partial} f_{0}(\bar{x})+\bar{\partial} f_{0}(\bar{x})$ at $\bar{x}, f_{i}$ is $F_{\eta}$-quasiconvex with respect to $\underline{\partial} f_{i}(\bar{x})+\bar{\partial} f_{i}(\bar{x})$ at $\bar{x}, h_{j}\left(j \in J^{+}\right)$is $F_{\eta}$-quasiconvex with respect to $\partial_{\mathrm{Cl}} h_{j}(\bar{x})$ at $\bar{x}$ and $h_{j}\left(j \in J^{-}\right)$is $F_{\eta}$-quasiconvex with respect to $-\partial_{\mathrm{Cl}} h_{j}(\bar{x})$ at $\bar{x}$, it follows that

$$
\begin{aligned}
& F\left(\eta(x, \bar{x}), w_{i}\right) \leq 0, \quad i \in I(\bar{x}) \\
& F\left(\eta(x, \bar{x}), v_{j}\right) \leq 0, \quad j \in J^{+}
\end{aligned}
$$

$$
F\left(\eta(x, \bar{x}), v_{j}\right) \leq 0, \quad j \in J^{-} .
$$

Because $F$ is right sublinear, the relation (4.2) implies that

$$
\begin{align*}
0 \leq & F\left(\eta(x, \bar{x}), w_{0}+\sum_{i \in I(\bar{x})} \lambda_{i} w_{i}+\sum_{j=1}^{p} \mu_{j} v_{j}\right) \\
\leq & F\left(\eta(x, \bar{x}), w_{0}\right)+\sum_{i \in I(\bar{x})} \lambda_{i} F\left(\eta(x, \bar{x}), w_{i}\right) \\
& +\sum_{j \in J^{+}} \mu_{j} F\left(\eta(x, \bar{x}), v_{i}\right)+\sum_{j \in J^{-}}\left(-\mu_{j}\right) F\left(\eta(x, \bar{x}), v_{i}\right) . \tag{4.3}
\end{align*}
$$

This yields

$$
0 \leq F\left(\eta(x, \bar{x}), w_{0}\right)
$$

Noting that $f_{0}$ is $F_{\eta}$-pseudoconvex, we obtain $f_{0}(\bar{x}) \leq f_{0}(x)$. That is to say $\bar{x}$ is a minimizer to the problem ( $\mathrm{P}_{1}$ ).

Similarly to Theorem 4.1, we obtain a Kuhn-Tucker sufficient optimality condition which corresponds to Theorem 3.1 as follows.

Theorem 4.2. Let $\bar{x}$ be a feasible solution of the problem $\left(\mathrm{P}_{1}\right)$ and there be a set of $w_{i} \in \bar{\partial} f_{i}(\bar{x})$ for $i=0,1, \ldots, m$ such that the related Kuhn-Tucker optimality condition in the form of Theorem 3.1, i.e.,

$$
0 \in \underline{\partial} f_{0}(\bar{x})+w_{0}+\sum_{i=1}^{m} \lambda_{i}(w)\left(\underline{\partial} f_{i}(\bar{x})+w_{i}\right)+\sum_{j=1}^{p} \mu_{j}(w)\left(\underline{\partial} h_{j}(\bar{x}) \dot{+} \bar{\partial} h_{j}(\bar{x})\right)
$$

and (3.2) hold. Suppose that there exist a right sublinear function $F$ and a vector mapping $\eta: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$, such that $f_{0}$ is $F_{\eta}$-pseudoconvex with respect to $\underline{\partial} f_{0}(\bar{x})+w_{0}$ at $\bar{x}, f_{i}$ is $F_{\eta}$-quasiconvex with respect to $\underline{\partial} f_{i}(\bar{x})+w_{i}$ at $\bar{x}, h_{j}\left(j \in J^{+}\right)$ is $F_{\eta}$-quasiconvex with respect to $\underline{\partial} h_{j}(\bar{x})+\bar{\partial} h_{j}(\bar{x})$ at $\bar{x}$ and $h_{j}\left(j \in J^{-}\right)$is $F_{\eta^{-}}$ quasiconvex with respect to $-\left(\bar{\partial} h_{j}(\bar{x}) \dot{+} \dot{\partial} f(\bar{x})\right)$ at $\bar{x}$, where $J^{+}$and $J^{-}$are defined as in Theorem 4.1. Then, $\bar{x}$ is a minimizer of the problem $\left(\mathrm{P}_{1}\right)$.

## 5. Concluding Remarks

In the Lagrange multipliers rules obtained in the above sections, the Demyanov difference and the Rubinov defference for subdifferential and minus superdiffferential of a quasidifferentiable function are utilized. As we know, the definitions of $\dot{-}$ and $\ddot{-}$ do not give, in general, the formulae and calculating methods of $U \dot{-} V$ and $U \ddot{-} V$. Whereas, if both $U$ and $V$ are convex hulls of a finite number of points, the sets $U-V$ and $U \ddot{-} V$ could be expressed and calculated.

Let

$$
\begin{equation*}
U=\operatorname{co}\left\{u_{i} \mid i \in I\right\} \tag{5.1}
\end{equation*}
$$

and

$$
\begin{equation*}
V=\operatorname{co}\left\{v_{j} \mid j \in J\right\} \tag{5.2}
\end{equation*}
$$

where $u_{i}, v_{j} \in \mathbb{R}^{n}, I, J$ are finite index sets. Without loss of generality, we can suppose that $u_{i} \neq u_{j}, \forall i, j \in I, i \neq j$ and $v_{i} \neq v_{j}, \forall i, j \in J, i \neq j$. Given a pair of indices $i \in I, j \in J$, construct two systems of linear inequalities, denoted by ( $\mathrm{L}_{i j}$ ) and ( $\overline{\mathrm{L}}_{i j}$ ), as follows:

$$
\begin{array}{ll}
\left(\mathrm{L}_{i j}\right) & \left(u_{s}-u_{i}\right)^{T} x<0, \forall s \in I \backslash\{i\} \\
& \left(v_{t}-v_{j}\right)^{T} x<0, \forall t \in J \backslash\{j\}
\end{array}
$$

and

$$
\begin{array}{ll}
\left(\overline{\mathrm{L}}_{i j}\right) & \left(u_{s}-u_{i}\right)^{T} x \leq 0, \quad \forall s \in I \backslash\{i\} \\
& \left(v_{t}-v_{j}\right)^{T} x \leq 0, \quad \forall t \in J \backslash\{j\}
\end{array}
$$

where $x \in \mathbb{R}^{n}$.
Obviously, each $\left(\mathrm{L}_{i j}\right)$ is a system with $n$ variables and $\operatorname{card}(I)+\operatorname{card}(J)-$ 2 strictly linear inequalities, and each $\left(\overline{\mathrm{L}}_{i j}\right)$ is a system with $n$ variables and $\operatorname{card}(I)+\operatorname{card}(J)-2$ linear inequalities, where "card" denotes cardinality, as well as the coefficient matrices of $\left(\mathrm{L}_{i j}\right)$ and of $\left(\overline{\mathrm{L}}_{i j}\right)$ coincide with each other.

Let $U$ and $V$ be defined as in (5.1) and (5.2). According to [9] and [10], the sets $U \dot{-} V$ and $U \ddot{-} V$ have the following forms

$$
\begin{equation*}
U \dot{-} V=\operatorname{co}\left\{u_{i}-v_{j} \mid\left(\mathrm{L}_{i j}\right) \text { is consistent }\right\} \tag{5.3}
\end{equation*}
$$

and

$$
\begin{equation*}
U \ddot{-} V=\operatorname{co}\left\{u_{i}-v_{j} \mid\left(\overline{\mathrm{L}}_{i j}\right) \text { has non-zero solutions }\right\} \tag{5.4}
\end{equation*}
$$

Based on formulations (5.3) and (5.4), we can calculate the sets $U-V$ and $U \ddot{-} V$. Thus, the optimality conditions obtained in above sections can be verified for some cases. Indeed, the quasidifferentials of the functions, which are generated from smooth functions by finitely many maximum, minimum and smooth composition operations, are pairs of polyhedron. In what follows, we take a class of quasidifferentiable functions as an example.

Consider a smooth composition of max-type functions of the form:

$$
\begin{equation*}
h(x)=g\left(\max _{j \in J_{1}} f_{1 j}(x), \ldots, \max _{j \in J_{m}} f_{m j}(x)\right), \tag{5.5}
\end{equation*}
$$

where $g: \mathbb{R}^{m} \rightarrow \mathbb{R}$ and each $f_{i j}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ are continuously differentiable, $J_{i}$ for $i=1, \ldots, m$ are finite index sets. This class of functions is interesting and important, in some sense. Many publications dealt with the problem of minimizing it, see for instance $[4,6]$. Given a point $x \in \mathbb{R}^{n}$, denote

$$
\begin{gathered}
f_{i}(x)=\max _{j \in J_{i}} f_{i j}(x), \quad i=1, \ldots, m \\
J_{i}(x)=\left\{j \in J_{i} \mid f_{i j}(x)=f_{i}(x)\right\}, \quad i=1, \ldots, m
\end{gathered}
$$

$$
\begin{aligned}
& I_{+}(x)=\left\{i \in\{1, \ldots, m\}\left|\frac{\partial g\left(f_{1}, \ldots, f_{m}\right)}{\partial f_{i}}\right|_{\left(f_{1}, \ldots, f_{m}\right)=\left(f_{1}(x), \ldots, f_{m}(x)\right)} \geq 0\right\} \\
& I_{-}(x)=\left\{i \in\{1, \ldots, m\}\left|\frac{\partial g\left(f_{1}, \ldots, f_{m}\right)}{\partial f_{i}}\right|_{\left(f_{1}, \ldots, f_{m}\right)=\left(f_{1}(x), \ldots, f_{m}(x)\right)}<0\right\}
\end{aligned}
$$

According to [5], $h$ is quasidifferentiable on $\mathbb{R}^{n}$ and its quasidifferential can be expressed as follows:

$$
\begin{array}{r}
\underline{\partial} h(x)=\operatorname{co}\left\{u\left|u=\sum_{i \in I_{+}(x)} \frac{\partial g\left(f_{1}, \ldots, f_{m}\right)}{\partial f_{i}}\right|_{\left(f_{1}, \ldots, f_{m}\right)=\left(f_{1}(x), \ldots, f_{m}(x)\right)} \nabla f_{i j_{i}}(x)\right. \\
\left.j_{i} \in J_{i}(x)\right\} \\
\bar{\partial} h(x)=\operatorname{co}\left\{v\left|v=\sum_{i \in I_{-}(x)} \frac{\partial g\left(f_{1}, \ldots, f_{m}\right)}{\partial f_{i}}\right|_{\left(f_{1}, \ldots, f_{m}\right)=\left(f_{1}(x), \ldots, f_{m}(x)\right)} \nabla f_{i j_{i}}(x)\right. \\
\left.j_{i} \in J_{i}(x)\right\}
\end{array}
$$

In the light of (5.3) and (5.4), we can calculate the sets $\underline{\partial} h(x) \dot{-}(-\bar{\partial} h(x))$ and $\underline{\partial} h(x) \ddot{-}(-\bar{\partial} h(x))$. Besides, it is easy to see that $h \in \widetilde{M}(x)$.

The above discussion is applicable to any function, which is generated from smooth functions by finitely many maximum, minimum and smooth operations, since its quasidifferential is a pair of polyhedra and can be calculated according to quasidifferential calculus. For instance, let

$$
\begin{equation*}
H(x)=\max _{k \in K} g_{k}\left(\max _{j \in J_{1 k}} f_{1 j k}(x), \ldots, \max _{j \in J_{m k}} f_{m j k}(x)\right) \tag{5.6}
\end{equation*}
$$

where $g_{k}: \mathbb{R}^{m} \rightarrow \mathbb{R}, f_{i j}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ are continuously differentiable, $J_{i k}, K$ are finite index sets. Unlike $h, H$ is generated by twice maximum operations.

By the definition in [14], $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is said to be piecewise $C^{k}$ on an open set $S \subset \mathbb{R}^{n}$, where $k$ is a positive integer, if there exists a finite family of $C^{k}$ functions $f_{i}: S \rightarrow \mathbb{R}^{m}$ for $i=1, \ldots, l$, called the $C^{k}$ pieces of $f$, such that $f$ is continuous on $S$ and for every $x \in S, f(x)=f_{i}(x)$ for at least one index $i \in\{1, \ldots, l\}$.

According to [2], any piecewise $C^{1}$ function $f$ can be formulated as a minimax of finitely many smooth functions, i.e.,

$$
f(x)=\min _{i \in I} \max _{j \in J} f_{i j}(x)
$$

where $f_{i j}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is continuously differentiable, $I$ and $J$ are finite index sets. This shows that any piecewise $C^{1}$ function is contained in $M(x)$ and $\widetilde{M}(x)$, and its quasidifferential is a pair of polyhedra.
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