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Abstract. The primary objective of this paper is to employ the Dubovitskii-Milyutin

approach to give first and second-order optimality conditions for set-valued optimiza-

tion problems with more general set-valued constraints. In the particular case when

some constraints are single-valued, we recover the case of set-valued optimization prob-

lems with many set-valued inequality constraints and many single-valued equality con-

straints. It is known that the classical Dubovitskii-Milyutin approach is not suitable

for optimization problems with multi-equality constraints. The main reason for this

deficiency is the fact that the separation arguments used in the classical Dubovitskii-

Milyutin approach are applicable to an empty intersection of cones in which at most one

cone can be closed. However, a proper formulation of multi-equality constraints leads to

an empty intersection with more than one closed cones. To study optimization prob-

lems with multi-equality constraints, a generalized Dubovitskii-Milyutin theory has

been developed. In this work we present an extension of the generalized Dubovitskii-

Milyutin theory to the set-valued optimization problems. In this process, we also obtain

new applications of this theory to nonsmooth optimization and to more general vector

optimization problems. New second-order asymptotic derivatives of set-valued maps

are introduced and used to give the optimality conditions.

⋆ This work was supported by a grant from the Simons Foundation (#210443 to
Akhtar Khan).
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1. Introduction

Let I := {1, 2, . . . ,m} and J := {1, 2, . . . , n} be two index sets. Let X and Y
be normed spaces, where the space Y is partially ordered by a pointed, closed,
and convex cone K with a nonempty interior, let Q ⊂ X be nonempty, and let
F : X ⇉ Y be a given set-valued map. For i ∈ I, let Zi be a normed space, let
Ci ⊂ Zi be a pointed, closed, and convex cone with nonempty interior, and let
Gi : X ⇉ Zi be a given set-valued map. Analogously, for j ∈ J, let Wj be a
normed space, let Dj ⊂ Wj be a closed and convex set, and let Hj : X ⇉ Wj

be a given set-valued map.

In this work, we focus on the following set-valued optimization problem (P):

minimizeF (x)

subject to

x ∈ S := {x ∈ Q | Gi(x) ∩ −Ci 6= ∅ ∀ i ∈ I; Hj(x) ∩ −Dj 6= ∅ ∀ j ∈ J}.

Our objective is to give optimality conditions for a local weak-minimizer.
However, our approach can readily be extended to other kinds of optimality as
well. We recall that a point (x̄, ȳ) ∈ X × Y is a local weak-minimizer of (P), if
there is a neighborhood U of x̄ such that

F (S ∩ U) ∩ ({ȳ} − int(K)) = ∅,

where ȳ ∈ F (x̄), the notion int(K) designates the interior of the cone K, and

F (S ∩ U) := ∪x∈S∩UF (x).

Since most available results in set-valued optimization deal only with inequal-
ity constraints, we will also focus on the following optimization problem (P1):

minimizeF (x)

subject to x ∈ S := {x ∈ Q | Gi(x) ∩ −Ci 6= ∅ ∀ i ∈ I}.

Another important case when there are no explicit constraints is considered
in the following optimization problem (P0):

minimizeF (x)

subject to x ∈ Q.
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By appropriately adjusting the data and by choosing the maps Gi and Hj

to be single-valued, from (P) we recover the following set-valued optimization
problem with single-valued constraints:

minimizeF (x)

subject to x ∈ S := {x ∈ Q | Gi(x) ≥ 0 ∀ i ∈ I; Hj(x) = 0∀ j ∈ J}.

We remark that the above optimization problem with multi-equality con-
straints can not be tackled by the classical Dubovitskii-Milyutin approach (see
[10]). This is mainly due to the fact that the separation arguments used in the
classical Dubovitskii-Milyutin approach are applicable to an empty intersection
of cones in which at most one cone can be closed. On the other hand, a proper for-
mulation of multi-equality constraints leads to an empty intersection with several
closed cones. To handle optimization problems with multi-equality constraints,
a generalized Dubovitskii-Milyutin theory has been developed (see [19]). This
theory is enriched by the notion of the cones of the same sense and the cones of
the opposite sense introduced by Walczak [28]. Although many interesting con-
tributions have appeared in this direction, the generalized Dubovitskii-Milyutin
theory so far has only been used to study vector optimization problems with
differentiable data. Motivated by this, the primary objective of this paper is to
present an extension of the generalized Dubovitskii-Milyutin theory to the set-
valued optimization problems. In this process, we also obtain new extensions of
this theory to nonsmooth optimization and to more general vector optimization
problems. Some of the recent developments in set-valued optimization can be
found in [1, 3, 8, 9, 12, 17, 18, 27] and the cited references therein.

The contents of this paper are organized into four sections. In Section 2,
we collect some concepts and results to be used in the rest of the paper. In
Section 3, we give first-order optimality conditions for set-valued optimization
problems. Section 4 presents some second-order optimality conditions by using
a new notion of second-order lower Dini asymptotic derivative.

2. Preliminaries

We begin by recalling the notions of some tangent cones. We set P := {t ∈ R | t >
0}.

Definition 2.1. Let Ξ be a normed space, let Ω ⊂ Ξ and let z̄ ∈ cl(Ω) (the
closure of Ω).

(a) The contingent cone T (Ω, z̄) of Ω at z̄ is the set of all z ∈ Ξ such that
there are sequences (λn) ⊂ P and (zn) ⊂ Ξ with λn ↓ 0 and zn → z such
that z̄ + λnzn ∈ Ω for every n ∈ N.

(b) The interiorly contingent cone IT (Ω, z̄) of Ω at z̄ is the set of all z ∈ Ξ such
that for any sequences (λn) ⊂ P and (zn) ⊂ Ξ with λn ↓ 0 and zn → z,
there exists an integer m ∈ N such that z̄ + λnzn ∈ Ω for every n ≥ m.
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Remark 2.2. It is known that T (Ω, z̄) is a closed cone possessing the isotony
property, that is, for subsets Ω1 and Ω2 such that Ω1 ⊂ Ω2, the inclusion
T (Ω1, z̄) ⊂ T (Ω2, z̄) holds for every z̄ ∈ cl(Ω1) ∩ cl(Ω2). On the other hand
the interiorly contingent cone IT (Ω, z̄) is an isotone open cone. As concern the
relationship between T (Ω, z̄) and IT (Ω, z̄), we have IT (Ω, z̄) = Ξ \T (Ξ \Ω, z̄).
As a useful implication of this relationship, the cones T (Ω, z̄) and IT (Ω, z̄) form
an admissible pair, that is, for every pair of sets Ω1,Ω2 ⊂ Ξ with Ω1 ∩Ω2 = ∅, we
have T (Ω1, z̄)∩IT (Ω2, z̄) = ∅ for every z̄ ∈ Ξ . Also for arbitrary sets Ω1,Ω2 ⊂ Ξ
we have IT (Ω1 ∩Ω2, z̄) = IT (Ω1, z̄) ∩ IT (Ω2, z̄) for every z̄ ∈ Ω1 ∩Ω2 . In gen-
eral, this important property is not shared by the contingent cones. However,
for arbitrary sets Ω1,Ω2 ⊂ Ξ, we have T (Ω1 ∩Ω2, z̄) ⊂ T (Ω1, z̄) ∩ T (Ω2, z̄) for
every z̄ ∈ Ω1 ∩Ω2 . For any Ω ⊂ Ξ, the identities T (Ω, z̄) = T (cl(Ω), z̄) and
IT (Ω, z̄) = IT (int(Ω), z̄) hold. Moreover, for a convex solid set Ω, we have
cl(IT (Ω, z̄)) = T (Ω, z̄) and int(T (Ω, z̄)) = IT (Ω, z̄) (see [2, 11] for details).

Next we collect some notions for set-valued maps. Given the normed spaces
X and Y, let F : X ⇉ Y be a set-valued map. The (effective) domain and the
graph of F are defined by

dom(F ) := {x ∈ X | F (x) 6= ∅},

graph(F ) := {(x, y) ∈ X × Y | y ∈ F (x)}.

We shall say that F is strict if dom(F ) = X. Given a convex cone C ⊂ Y,
which induces a partial ordering in Y, the profile map F+ : X ⇉ Y is given by:
F+(x) := F (x)+C for every x ∈ dom(F ). Now the epigraph of F can be defined
as the graph of F+, that is, epi(F ) = graph(F+). The map F is called convex,
if graph(F ) is a convex set and C-convex, if epi(F ) is a convex set. Finally, we
define the weak-inverse image F [Θ]− of F with respect to a set Θ ⊂ Y as

F [Θ]− := {x ∈ X | F (x) ∩Θ 6= ∅}.

Now, let X∗ be the dual of X and let L ⊂ X be arbitrary. The negative dual
of L, denoted by L⋄, is a subset of X∗ defined by:

L⋄ = {ℓ ∈ X∗ : ℓ(x) ≤ 0 for every x ∈ L}.

It is known that if L1 ⊆ L2 then L⋄

2 ⊆ L⋄

1. Additionally, L ⊂ (L⋄)⋄ with equality
if and only if L is a closed and convex cone. The positive dual then is the set
defined by L∗ = −L⋄. Both the positive dual and the negative dual are closed
and convex cones. Moreover, the properties just mentioned for the negative dual
hold for the positive dual as well.

Given a set-valued map F : X ⇉ Y and a point (x̄, ȳ) ∈ graph(F ), the
contingent derivative of F at (x̄, ȳ) is the set-valued map DcF (x̄, ȳ) : X ⇉ Y
defined by:

DcF (x̄, ȳ)(x) := {y ∈ Y | (x, y) ∈ T (graph(F ), (x̄, ȳ))}.
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The contingent derivative and related contingent epiderivative and general-
ized contingent epiderivative are commonly used derivative notions in set-valued
optimization (see [8, 9, 14, 15]).

The derivative for set-valued maps that turns out to be of great importance
in the present approach is the so-called lower Dini derivative introduced by
Penot [24].

We recall that given a set-valued map F : X ⇉ Y and a point (x̄, ȳ) ∈
graph(F ), the lower Dini derivative of F at (x̄, ȳ) is the set-valued mapDlF (x̄, ȳ) :
X ⇉ Y defined by:

DlF (x̄, ȳ)(x) := lim inf
(t,z)→(0+,x)

F (x̄+ tz)− ȳ

t
.

Equivalently y ∈ DlF (x̄, ȳ)(x) if and only if for every (λn) ⊂ P and for every
(xn) ⊂ X with λn ↓ 0 and xn → x there are a sequence (yn) ⊂ Y with yn → y
and an integer m ∈ N such that ȳ + λnyn ∈ F (x̄+ λnxn) for every n ≥ m.

We also need to recall the following important notion of certain cones:

Definition 2.3. [28] Let Ξ be a normed space, let {Ki}
k
i=1 be a system of cones

in Ξ, and let Bε be a ball with center 0 and radius ε > 0 in the space Ξ .

(a) The cones {Ki}
k
i=1 are of the same sense, if for any ε > 0 there exist

ε1, . . . , εk > 0 such that for any x ∈ Bε ∩ (K1 + · · · + Kk), where x =
x1 + · · ·+ xk with xi ∈ Ki, we have xi ∈ Bεi ∩Ki for i = 1, . . . , k.

(b) The cones {Ki}
k
i=1, are of the opposite sense, if there exist nontriv-

ial vectors {xi}ni , that is (x1, . . . , xk) 6= (0, . . . , 0), xi ∈ Ki, such that
x1 + x2 + · · ·+ xk = 0.

Remark 2.4. It follows from the above definitions that the cones of the same
sense and the cones of the opposite sense do not intersect. Furthermore, any
subsystem of a system of the cones of the same sense is of the same sense, and
if a subsystem is of the opposite sense, then the whole system is also of the
opposite sense. Moreover, if cones K1 and K2 are subspaces, and if K1 ∩ K2

contains a nonzero element, then these cones are of the opposite sense.

We also need to formulate the following notion:

Definition 2.5. A system of sets {Ω1,Ω2, . . . ,Ωn} is called optimally posi-
tioned, if for any z ∈ Ω1 ∩Ω2 ∩ · · · ∩ Ωn, we have

T (Ω1 ∩Ω2 ∩ · · · ∩ Ωn, z) = T (Ω1, z) ∩ T (Ω2, z) ∩ · · · ∩ T (Ωn, z). (1)

Conditions ensuring (1) are available in [20] (see also [2]).

Finally, we conclude this section by recalling the following important result.

Theorem 2.6. [19] Let Ξ be a normed space, let {Ki}ki=1, be a system of cones
in Ξ. Assume that the following conditions hold:
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(a) The cones K1, . . . ,Kp ⊂ Ξ are open and convex with vertices at 0.

(b) The cones Kp+1, . . . ,Kk ⊂ Ξ are closed and convex with vertices at 0.

(c) The (positive) dual cones K∗

p+1, . . . ,K
∗

k to Kp+1, . . . ,Kk are either of the
same sense or the opposite sense.

Then the following two statements are equivalent:

(i)
k⋂

i=1

Ki = ∅.

(ii) There exist linear, continuous functionals fi ∈ K∗

i for i = 1, . . . , k, not all
simultaneously zero, such that

f1 + · · ·+ fk = 0.

3. First-Order generalized Dubovitskii-Milyutin approach

We begin by introducing the following notions.

Definition 3.1. Let X and Y be normed spaces and let R : X ⇉ Y be a set-
valued map. The map R is called locally convex at (x̄, ȳ) ∈ graph(R), if the
lower Dini derivative DlR(x̄, ȳ) of R at (x̄, ȳ) is a convex set-valued map. The
map R is called regular at (x̄, ȳ) ∈ graph(R), if additionally R is strict and the
weak-inverse image DlR(x̄, ȳ) with respect to an open cone is an open cone.

Given A ⊂ R and b ∈ R, by the inequality A ≥ b we understand that a ≥ b
for every a ∈ A. With this convention in mind we are ready to give the promised
multiplier rule.

Theorem 3.2. Let (x̄, ȳ) ∈ graph(F ) be a local weak-minimizer of (P) and let
z̄i ∈ Gi(x̄) ∩ (−Ci), where i ∈ I := {1, 2, . . . ,m}. Let there exist an open convex
cone L ⊆ IT (Q, x̄). Assume that the sets {Hj [−Dj]

−}nj=1 are optimally posi-
tioned. Assume that Mj := T (Hj[−Dj]

−, x̄) for j ∈ J are nontrivial and convex
and {M∗

j }
n
j=1 are either of the same sense or the opposite sense. Let F be regular

at (x̄, ȳ) and let Gi be regular at (x̄, z̄i) for i ∈ I. Then there exist functionals
s ∈ L∗, t ∈ K∗, ui ∈ (T (Ci,−z̄i))

∗, vj ∈ M∗

j , not all zero, such that ui(z̄i) = 0.
Moreover, the following inequality holds for every x ∈ X:

t ◦DlF (x̄, ȳ)(x) + u1 ◦DlG1(x̄, z̄1)(x)+ · · ·+ um ◦DlGm(x̄, z̄m)(x)

≥ s(x) + v1(x) + · · ·+ vn(x). (2)

We shall divide the proof in several parts. We begin with the following:

Proposition 3.3. Let (x̄, ȳ) ∈ graph(F ) be a local weak-minimizer to (P). Then

U
⋂

Q
⋂

F [ȳ − int(K)]−
m⋂

i=1

Gi[−Ci]
−

n⋂

j=1

Hj [−Dj]
− = ∅,
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where U is a neighborhood of x̄ corresponding to the definition of the local weak-
minimality.

Proof. Assume that there exists

x ∈ U
⋂

Q
⋂

F [ȳ − int(K)]−
m⋂

i=1

Gi[−Ci]
−

n⋂

j=1

Hj [−Dj]
−.

From the containment

x ∈ Q

m⋂

i=1

Gi[−Ci]
−

n⋂

j=1

Hj [−Dj]
−,

we notice that x ∈ Q and for all i ∈ I and all j ∈ J, we have

Gi(x) ∩−Ci 6= ∅,

Hj(x) ∩−Dj 6= ∅,

which ensures that x is a feasible point. Furthermore, from the containment

x ∈ U ∩ F [ȳ − int(K)]−,

we obtain that there exists x ∈ U , neighborhood of x̄, such that

F (x) ∩ (ȳ − int(K)) 6= ∅.

This, however, in view of the feasibility of x, contradicts the local weak-
minimality of (x̄, ȳ).

The above result then leads to the following new optimality condition:

Proposition 3.4. Let (x̄, ȳ) ∈ graph(F ) be a local minimizer to (P). Assume
that the sets Hj [−Dj]

− for j ∈ J, are optimally positioned. Then

IT (Q, x̄)
⋂

IT (F [ȳ − int(K)]−, x̄)

m⋂

i=1

IT (Gi[−Ci]
−, x̄)

n⋂

j=1

T
(
Hj [−Dj ]

−, x̄
)
= ∅.

Proof. In view of Proposition 3.3 and the properties of the interiorly contingent
cones and the contingent cones stated in Remark 2.2, we obtain

IT (Q, x̄)
⋂

IT
(
F [ȳ − int(K)]−, x̄)

m⋂

i=1

IT (Gi[−Ci]
−, x̄)

⋂
T
( n⋂

j=1

Hj [−Dj ]
−, x̄

))
=∅.

The assertion then follows by the assumption that the sets Hj [−Dj]
− for j ∈ J

are optimally positioned and hence
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T
( n⋂

j=1

Hj [−Dj]
−, x̄

)
=

n⋂

j=1

T (Hj[−Dj]
−, x̄).

The following results are based on our previous work (see [12, 16]). However,
due to the important nature of these results and for the sake of completeness we
give shorter proofs here.

Lemma 3.5. [12, 16] Let X and Y be normed spaces, let F : X ⇉ Y be a set
valued map and let (x̄, ȳ) ∈ graph(F ). Let K be a proper, open and convex cone.
Then

DlF (x̄, ȳ)[−int(K)]− ⊆ IT (F [ȳ − int(K)]−, x̄).

Proof. Let x ∈ DlF (x̄, ȳ)[−int(K)]− be arbitrary. Therefore, there exists y ∈
DlF (x̄, ȳ)(x) ∩ −int(K). Let (xn) ⊂ X and (λn) ⊂ P be arbitrary sequences
such that xn → x and λn ↓ 0. It suffices to show that there exists m ∈ N such
that x̄+λnxn ∈ F [ȳ−int(K)]− for every n ≥ m. By the definition ofDlF (x̄, ȳ)(·),
there exist (yn) ⊂ Y with yn → y and n1 ∈ N such that ȳ+λnyn ∈ F (x̄+λnxn)
for every n ≥ n1. Since y ∈ −int(K) and yn → y, there exists n2 ∈ N such that
λnyn ∈ −int(K) for every n ≥ n2. This implies that ȳ + λnyn ∈ F (x̄+ λnxn) ∩
(ȳ − int(K)) for n ≥ m := max{n1, n2}. Hence for the sequences (xn) and (λn)
we have x̄+λnxn ∈ F [ȳ− int(K)]− for n ≥ m. This is equivalent to saying that
x ∈ IT (F [ȳ − int(K)]−, x̄). The proof is complete.

Lemma 3.6. [12, 16] Let X and Z be normed spaces, let G : X ⇉ Z be a set
valued map and let (x̄, z̄) ∈ graph(G). Let A ⊂ Z with int(A) 6= ∅. Then the
following holds:

DlG(x̄, z̄)[IT (−A, z̄)]− ⊆ IT (G[−A]−, x̄).

Proof. Let u ∈ DlG(x̄, z̄)[IT (−A, z̄)]− be arbitrary. Let (un) ⊂ X and (λn) ⊂ P

be arbitrary sequences such that un → u and λn ↓ 0. It suffices to show that
there exists m ∈ N such that x̄ + λnun ∈ G[−A]− for every n ≥ m. Since u ∈
DlG(x̄, z̄)[IT (−A, z̄)]−, there exists v ∈ DlG(x̄, z̄)(u) ∩ IT (−A, z̄). Therefore,
there are a sequence (vn) ⊂ Z and an integer n1 ∈ N such that vn → v and z̄ +
λnvn ∈ G(x̄+λnun) for every n ≥ n1. Because of the containment v ∈ IT (−A, z̄)
there exists n2 ∈ N such that z̄+λnvn ∈ −A for every n ≥ n2. Therefore we have
z̄ + λnvn ∈ G(x̄+ λnun)∩ (−A) for every n ≥ m := max{n1, n2}. Consequently
u ∈ IT (G[−A]−, x̄).

Lemma 3.7. [12, 16] Let X and Y be normed spaces, let D ⊆ X be convex and
let A ⊂ Y be a solid closed convex cone. Let T : D ⇉ Y be an A-convex set-
valued map. If T [−int(A)]− 6= ∅, then for every p ∈ P ⋄ where P := T [−A]−,
there exists t ∈ A∗ such that

t ◦ T (x) ≥ p(x) for every x ∈ D.
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If T [−int(A)]− = ∅, then there exists t ∈ A∗\{0Y ∗} such that

t ◦ T (x) ≥ 0 for every x ∈ D.

Proof. We begin with the case when the set T [−int(A)]− is nonempty. Then
the (negative) dual P ⋄ of P := T [−A]− is also nonempty. We choose p ∈ P ⋄

arbitrarily and define a set E := {(y, p(x)) ∈ Y × R | y ∈ T (x) + A, x ∈ D}.
In view of the assumptions that D is convex, T is A-convex and p ∈ Y ∗, we
deduce that E is a convex set. Indeed, let (y1, z1), (y2, z2) ∈ E be arbitrary.
Then by the definition of E, for i = 1, 2, there exists xi ∈ X with zi = p(xi) and
yi ∈ T (xi) + A. For λ ∈ (0, 1], we have λz1 + (1 − λ)z2 = p(λx1 + (1 − λ)x2).
Further, in view of the A-convexity of T, we have λy1 + (1 − λ)y2 ∈ λT (x1) +
(1 − λ)T (x2) + A ⊆ T (λx1 + (1 − λ)x2) + A. This, in view of the convexity of
the set D, implies that λ(y1, z1) + (1 − λ)(y2, z2) ∈ E.

Next, we claim that E∩(−int(A)×P) = ∅. In fact, if this is not the case, then
there exists (x, y) ∈ X × Y such that y ∈ (T (x) +A) ∩ (−int(A)) and p(x) > 0.
Let w ∈ T (x) be such that y ∈ w+A. Then w ∈ y−A ⊂ −int(A)−A = −int(A).
This however contradicts that p ∈ P ⋄. Therefore E∩(−int(A)×P) = ∅ and hence
by a separation theorem, we get the existence of (f, g) ∈ Y ∗ ×R\{0Y ∗ , 0} and a
real number α such that we have

f(u) + g(v) ≥ α for every (u, v) ∈ E, (3)

f(c) + g(d) < α for every (c, d) ∈ −int(A)× P. (4)

Since A is a cone, we can set α = 0 in (3) and (4). By taking d ∈ P arbitrary
close to 0 and c ∈ −int(A) arbitrary close to 0Y , we obtain f ∈ A∗ and g ≤ 0,
respectively. We claim that g < 0. Indeed, if g = 0, we get f(c) < 0 for every
c ∈ −int(A) and f(u) ≥ 0 for every u ∈ T (D) + A. This, however is impossible
because we have (T (D) + A) ∩ (−int(A)) 6= ∅. Therefore g < 0. Moreover, from
(3), for every x ∈ D we have f ◦ (T +A)(x) ≥ −(g · p)(x). By setting t = (−f/
g) ∈ A∗ and noticing that 0Y ∈ A, we finish the proof of the first part.

For the second part, we notice that if T (−int(A)) = ∅, we have T (D) ∩
−int(A) = ∅ and hence by the arguments similar to those given above we can
prove the existence of t ∈ A∗\{0Y ∗} such that t ◦ T (x) ≥ 0 for every x ∈ D.

The above result and its proof are motivated by a similar observation made by
Rigby [26] for single-valued maps.

Proof of Theorem 3.2. Notice that the equation

IT (Q, x̄)
⋂

IT (F [ȳ − int(K)]−, x̄)

m⋂

i=1

IT (Gi[−Ci]
−, x̄)

n⋂

j=1

T (Hj[−Dj]
−, x̄) = ∅,

in view of the inclusions

DlF (x̄, ȳ)[−int(K)]− ⊆ IT (F [ȳ − int(K)]−, x̄),
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DlGi(x̄, z̄)[IT (−Ci, z̄i)]
− ⊆ IT (G[−Ci]

−, x̄),

that follow from Lemma 3.5 and Lemma 3.6 (by choosing A = Ci and G = Gi)
ensure that

IT (Q, x̄)
⋂

DlF(x̄, ȳ)[−int(K)]−
m⋂

i=1

DlGi(x̄, z̄i)[IT (−Ci, z̄i)]
−

n⋂

j=1

T (Hj [−Dj]
−, x̄)

= ∅.

We define

Φ := DlF (x̄, ȳ)[−int(K)]−,

Ψi := DlGi(x̄, z̄i)[IT (−Ci, z̄i)]
− (i ∈ I).

We shall prove the theorem by analyzing the three possibilities, namely:

(i) Φ = ∅;

(ii) Ψi = ∅ for some i ∈ I;

(iii) Φ 6= ∅ and Ψi 6= ∅ for every i ∈ I.

We begin with the case (i). Since Φ = ∅, we can apply Lemma 3.7 for

T := DlF (x̄, ȳ) : X ⇉ Y, D := X, A := K

such that there exists t ∈ K∗\{0Y ∗} with

t ◦DlF (x̄, ȳ)(x) ≥ 0 for every x ∈ X.

By choosing s = 0X∗ , ui = 0Z∗

i
for every i ∈ I, and vj = 0W∗

j
for every j ∈ J,

we obtain the desired result.

For the case (ii), let there exist i ∈ I such that Ψi = ∅. Then again by invoking
Lemma 3.7 with

T := DlGi(x̄, z̄i) : X ⇉ Zi, D := X, A := T (Ci,−z̄i), (i ∈ I)

we obtain ui ∈ (T (Ci,−z̄i))
∗\{0Z∗

i
} such that

(ui ◦DGi(x̄, z̄i))(x) ≥ 0 for every x ∈ X.

By setting s = 0X∗ , vj = 0W∗ for every j ∈ J, and uj = 0Z∗

j
, i 6= j ∈ I, we

obtain (2). For ui(Ci + z̄i) ≥ 0, it suffices to notice that in view of the convexity
of Ci, we have T (Ci,−z̄i) ⊇ Ci + z̄i and hence ui(z + z̄i) ≥ 0 for every z ∈ Ci.

Finally, we consider the case (iii). Since (x̄, ȳ) is a local-minimizer of (P), it
follows from Proposition 3.4 and the imposed conditions that we have

L
⋂

Φ

m⋂

i=1

Ψ
i

n⋂

j=1

Mj = ∅.
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Since L, Φ, Ψi, (i ∈ I) and Mj , (j ∈ J) are all nonempty, we can apply
Theorem 2.6 to assure the existence of

ℓ ∈ L∗;

ℓ0 ∈ (DlF (x̄, ȳ)[−int(K)]−)∗;

ℓi ∈ (DlGi(x̄, z̄i)[IT (−Ci, z̄i)]
−)∗, i ∈ I;

ℓm+j ∈ M∗

j , j ∈ J

such that

−ℓ− ℓ0 − ℓ1 − ℓ2 − · · · − ℓm − ℓm+1 − · · · − ℓm+n = 0. (5)

Now, in the case Φ 6= ∅ in view of Lemma 3.7 for

T := DlF (x̄, ȳ) : X ⇉ Y, D := X, A := K

we get the existence of functionals t ∈ K∗ such that for all x ∈ X and −ℓ0 ∈
(DlF (x̄, ȳ)[−Q]−)⋄ the following inequality holds

(t ◦DlF (x̄, ȳ))(x) ≥ −ℓ0(x). (6)

Analogously, in the case Ψ 6= ∅ with Lemma 3.7 for

T := DlGi(x̄, ȳ) : X ⇉ Zi, D := X, A := T (Ci,−z̄i), (i ∈ I)

we get the existence of functionals ui ∈ (T (Ci,−z̄i))
∗ such that for all x ∈ X

and −li ∈ (DlGi(x̄, z̄i)[T (−Ci, z̄i)]
−)⋄ the inequality

(ui ◦DlGi(x̄, z̄i))(x) ≥ −ℓi(x), i ∈ I (7)

holds.

Combining of the above inequalities (6) and (7) with (5) and setting s = ℓ
and vj = ℓm+j with j ∈ J yield (2). This completes the proof.

Remark 3.8. It is of interest to obtain optimality conditions that involve deriva-
tives of the set-valued map Hj with j ∈ J. In this regard, when Hj are suitable
single-valued maps, then some variants of the well-known Lyusternik theorem
can be used. We plan to address this issue in a forthcoming work.

4. Second-Order generalized Dubovitskii-Milyutin approach

We now discuss the second-order analogues of the results obtained in the previous
section. We begin by recalling some second-order tangent cones.
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Definition 4.1. Let Ξ be a normed space, let Ω ⊂ Ξ be nonempty and let
w ∈ Ξ .

1. The second order asymptotic tangent cone T̃ 2(Ω, z̄, w) of Ω at z̄ ∈ cl(Ω) in
the direction w ∈ Ω is the set of all z ∈ Ω such that there are a sequence
(zn) ⊂ Ξ with zn → z and a sequence (sn, tn) ⊂ P ×P with (sn, tn) ↓ (0, 0)
and sn/tn → 0 so that z̄ + snw + sntnzn ∈ Ω .

2. The second order asymptotic adjacent cone K̃2(Ω, z̄, w) of Ω at z̄ ∈ cl(Ω)
in the direction w ∈ Ω is the set of all z ∈ Ω such that for every sequence
(sn, tn) ⊂ P×P with (sn, tn) ↓ (0, 0) and sn/tn → 0 there exists a sequence
(zn) ⊂ Ξ with zn → z and z̄ + snw + sntnzn ∈ Ω .

3. The interior second order adjacent cone ĨT
2
(Ω, z̄, w) of Ω at z̄ ∈ cl(Ω) in

the direction w ∈ Ξ is the set of all z ∈ Ξ such that for every sequence
(zn) ⊂ Ξ with zn → z and for every sequence (sn, tn) ⊂ P × P with
(sn, tn) ↓ (0, 0) and sn/tn → 0 we have z̄+snw+sntnzn ∈ Ω, for sufficiently
large n.

Remark 4.2. We notice that T̃ 2(S, z̄, w) and K̃2(S, z̄, w) are closed cones,

whereas ĨT
2
(S, z̄, w) is an open cone. We refer the reader to an interesting and

timely survey by Giorgi, Jimenez, and Novo [11] that contains significant details
of the asymptotic cones mentioned above ( see also [25]). We also remark that
second-order contingent sets and second-order adjacent sets (see [11]) are more
commonly used objects in set-valued and nonsmooth optimization. However,
their asymptotic analogues, being cones, are more suitable for our approach.

In the following definition, we recall the notion of the second-order asymptotic
derivative, and being inspired by the lower Dini derivative and its usefulness in
the preset approach, we also introduce the second-order lower Dini asymptotic
derivative.

Definition 4.3. Let F : X ⇉ Y be set-valued, let (x̄, ȳ) ∈ graph(F ), and let
(ū, v̄) ∈ X × Y.

(i) The second order asymptotic derivative of F at (x̄, ȳ) in the direction (ū, v̄)
is the set-valued map D2F (x̄, ȳ, ū, v̄) : X ⇉ Y defined by

D2F (x̄, ȳ, ū, v̄)(x) :=
{
y ∈ Y | (x, y) ∈ T̃ 2(graph(F ), (x̄, ȳ), (ū, v̄))

}
.

(ii) The second-order lower Dini asymptotic derivative of F at (x̄, ȳ) in the
direction (ū, v̄) is the set-valued map D2

l F (x̄, ȳ, ū, v̄) : X ⇉ Y such that
(x, y) ∈ graph(D2

l F (x̄, ȳ, ū, v̄)) if and only if for every (xn) ⊂ X with
xn → x and for every sequence (sn, tn) ∈ P × P with (sn, tn) → 0, and
sn/tn → 0, there exist a sequence (yn) ⊂ Y with yn → y and an integer
m ∈ N such that ȳ+ snv̄+ sntnyn ∈ F (x̄+ snū+ sntnxn) for every n ≥ m.

We begin with the following necessary optimality condition for Problem (P):
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Theorem 4.4. Let (x̄, ȳ) ∈ graph(F ) be a local weak minimizer of (P). Let
(ū, v̄) ∈ graph(DlF (x̄, ȳ)). Then

ĨT
2
(Q, x̄, ū)

⋂
D2

l F (x̄, ȳ, ū, v̄)[IT (−K, v̄)]−
m⋂

i=1

ĨT
2
(Gi[−Ci]

−, x̄, ū)

⋂
T̃ 2

( n⋂

j=1

Hj [−Dj ]
−, x̄, ū

)
= ∅. (8)

Proof. Since (x̄, ȳ) is a local weak-minimizer of (P), there exists a neighborhood
U of x̄ such that

F (S ∩ U) ∩ ({ȳ} − int(K)) = ∅.

We will show that if (8) fails then the above criteria for the weak-minimality
will be violated.

For the sake of argument, we assume that there exists an x ∈ X such that

x ∈ ĨT
2
(Q, x̄, ū)

⋂
D2

l F (x̄, ȳ, ū, v̄)[IT (−K, v̄)]−
m⋂

i=1

ĨT
2
(Gi[−Ci]

−, x̄, ū)

⋂
T̃ 2

( n⋂

j=1

Hj [−Dj]
−, x̄, ū

)
.

In view of the containment x ∈ T̃ 2(
⋂n

j=1 Hi[−Di]
−, x̄, ū), and the definition of

the second order asymptotic tangent cone, we ensure that there are a sequence
(xn) ⊂ X with xn → x and a sequence (sn, tn) ⊂ P×P with (sn, tn) ↓ (0, 0) and
sn/tn → 0 so that for every n ∈ N, we have

x̄+ snū+ sntnxn ∈
n⋂

j=1

Hj [−Dj ]
−,

implying that

Hj(x̄+ snū+ sntnxn) ∩ −Dj 6= ∅ ∀ j ∈ J.

Furthermore, due to the containment x ∈ ĨT
2
(Gi[Ci]

−, x̄, ū), and the facts that
xn → x, (sn, tn) ↓ (0, 0) and sn/tn → 0, we ensure the existence of n1 ∈ N such
that

x̄+ snū+ sntnxn ∈ Gi[−Ci]
− for every n ≥ n1, i ∈ I,

or equivalently

Gi(x̄+ snū+ sntnxn) ∩ −Ci 6= ∅ for every n ≥ n1, i ∈ I.

Moreover, since x ∈ D2
l F (x̄, ȳ, ū, v̄)[IT (−K, v̄)]−, there exists y ∈ IT (−K, v̄)

such that
(x, y) ∈ graph(D2

l F (x̄, ȳ, ū, v̄)).
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This, in view of the definition of the derivative D2
l F (x̄, ȳ, ū, v̄) and the sequences

(xn) and (sn, tn), ensure that there are a sequence (yn) ⊂ Y and an integer
n2 ∈ N such that for n ≥ n2

ȳ + snv̄ + sntnyn ∈ F (x̄+ snū+ sntnxn).

Since y ∈ IT (−int(K), v̄), tn ↓ 0 and yn → y, it follows from the definition of
the interior tangent cones that there exists n3 ∈ N such that for n ≥ n3, we have

v̄ + tnyn ∈ −int(K).

Using the fact that sn > 0, we obtain that

ȳ + snv̄ + sntnyn ∈ ȳ − int(K).

Finally, from the containment x ∈ ĨT
2
(Q, x̄, ū) and the definition of the se-

quences (xn) and (sn, tn), we infer that there exists an integer n4 ∈ N such that
for every n > n4, we have

x̄+ snū+ sntnxn ∈ U ∩Q.

Therefore, we have shown that for every n ≥ max{n1, n2, n3, n4} there are

un := x̄+ snū+ sntnxn ∈ Q ∩ U,

satisfying the constraints such that

F (un) ∩ (ȳ − int(K)) 6= ∅.

This however contradicts the weak optimality of (x̄, ȳ). The proof is complete.

To obtain a variant of the above optimality condition that involves the deriva-
tive of the maps Gi for i ∈ I, as well, we need the following:

Theorem 4.5. Let X and Z be normed spaces, let G : X → Z be a set-valued
map, let (x̄, z̄) ∈ graph(G) and let (ū, w̄) ∈ graph(DlG(x̄, z̄)). Let A ⊂ Z with
int(A) 6= ∅. Then the following inclusion holds:

D2
l G(x̄, z̄, ū, w̄)[ĨT

2
(−A, z̄, w̄)]− ⊂ ĨT

2
(G[−A]−, x̄, ū).

Proof. Let x ∈ D2
l G(x̄, z̄, ū, w̄)[ĨT

2
(−A, z̄, w̄)]− be arbitrary. Choose arbitrary

sequences (xn) ⊂ X with xn → x, and (sn, tn) ⊂ P × P with (sn, tn) ↓ (0, 0)
and sn/tn → 0. It suffices to show that there exists m ∈ N such that

x̄+ snū+ sntnxn ∈ G[−A]−

for every n ≥ m. Since x ∈ D2
l G(x̄, z̄, ū, w̄)[ĨT

2
(−A, z̄, w̄)]−, there exists
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z ∈ D2
l G(x̄, z̄, ū, w̄)(x) ∩ ĨT

2
(−A, z̄, w̄).

Therefore, there are a sequence (zn) ⊂ Z and an integer n1 ∈ N such that zn → z
and

z̄ + snw̄ + sntnzn ∈ G(x̄+ snū+ sntnxn)

for every n ≥ n1. Because of the containment z ∈ ĨT
2
(−A, z̄, w̄) there exists

n2 ∈ N such that z̄ + snw̄ + sntnzn ∈ −A for every n ≥ n2. Therefore we have

z̄ + snw̄ + sntnzn ∈ G(x̄+ snū+ sntnxn) ∩ (−A)

for every n ≥ m := max{n1, n2}. Consequently x ∈ ĨT
2
(G[−A]−, x̄, ū).

Combining the above two results, we obtain the following optimality condi-
tion:

Theorem 4.6. Let (x̄, ȳ) ∈ graph(F ) be a local weak minimizer of (P). Let
(ū, v̄) ∈ graph(DlF (x̄, ȳ)). Let (x̄, z̄i) ∈ graph(Gi), let ū ∈ ∩m

i=1dom(DlGi(x̄, z̄i)),
and let w̄i ∈ DlGi(x̄, z̄i)(ū). Then

ĨT
2
(Q, x̄, ū)

⋂
D2

l F (x̄, ȳ, ū, v̄)[IT (−K, v̄)]−
m⋂

i=1

D2
l Gi(x̄, z̄i, ū, w̄i)[ĨT

2
(−Ci, z̄, w̄i)]

−

⋂
T̃ 2(

n⋂

j=1

Hj [−Dj]
−, x̄, ū) = ∅.

Remark 4.7. Using the structure of the asymptotic derivatives, the above the-
orem can be combined with the techniques of the previous section to obtain
second-order multiplier rules. A high-order generalization of the Lyusternik the-
orem can be used to include the derivatives of Hj for some specific cases (see
[21]). We plan to address this issue in a forthcoming paper.

In view of the proof of Theorem 4.4, it is evident that the arguments used
allow only one closed cone. Therefore, in the absence of the generalized multi-
equality constraints, either a bigger cone T̃ 2(Q, x̄, ū) or a larger second-order
asymptotic derivative can be employed. Therefore, the following two variants
are easy to prove.

Theorem 4.8. Let (x̄, ȳ) ∈ graph(F ) be a local weak minimizer of (P1). Let
(ū, v̄) ∈ graph(DlF (x̄, ȳ)). Let (x̄, z̄i) ∈ graph(Gi), let ū ∈ ∩m

i=1dom(DlGi(x̄, z̄i)),
and let w̄i ∈ DlGi(x̄, z̄i)(ū). Then

T̃ 2(Q, x̄, ū)
⋂

D2
l F (x̄, ȳ, ū, v̄)[IT (−K, v̄)]−

m⋂

i=1

D2
l Gi(x̄, z̄i, ū, w̄i)[ĨT

2
(−Ci, z̄, w̄i)]

− = ∅.
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Theorem 4.9. Let (x̄, ȳ) ∈ graph(F ) be a local weak minimizer of (P1). Let
(ū, v̄) ∈ graph(DlF (x̄, ȳ)). Let (x̄, z̄i) ∈ graph(Gi), let ū ∈ ∩m

i=1dom(DlGi(x̄, z̄i)),
and let w̄i ∈ DlGi(x̄, z̄i)(ū). Then

ĨT
2
(Q, x̄, ū)

⋂
D2F (x̄, ȳ, ū, v̄)[IT (−K, v̄)]−

m⋂

i=1

D2
l Gi(x̄, z̄i, ū, w̄i)[ĨT

2
(−Ci, z̄, w̄i)]

− = ∅.

Another variant, a sort of compromise between the above two results is the
following result in which FQ represents the restriction of the map F on the set
constraint Q.

Theorem 4.10. Let (x̄, ȳ) ∈ graph(F ) be a local weak minimizer of (P1). Let
(ū, v̄) ∈ graph(DlF (x̄, ȳ)). Let (x̄, z̄i) ∈ graph(Gi), let ū ∈ ∩m

i=1dom(DlGi(x̄, z̄i)),
and let w̄i ∈ DlGi(x̄, z̄i)(ū). Then

D2FQ(x̄, ȳ, ū, v̄)[IT (−K, v̄)]−
m⋂

i=1

D2
l Gi(x̄, z̄i, ū, w̄i)[ĨT

2
(−Ci, z̄, w̄i)]

− = ∅.

The above result holds in terms of the second-order contingent derivatives or
the second-order contingent epiderivatives (see [13]). Therefore, several known re-
sults either through second-order asymptotic derivatives or through second-order
contingent derivatives or epiderivatives can be recovered as particular cases. In
the following, we collect a few of such results.

The following result which is a generalization [7, Theorem 5.3] can be recov-
ered from Theorem 4.10.

Corollary 4.11. Consider problem (P0) with Y = R and K = R+ := {t ∈

R| t ≥ 0}. Set ĨT
2
(Q, x̄, ū) = X. Let (x̄, ȳ) ∈ graph(F ) be a local weak minimizer

of (P0). Then

DlF (x̄, ȳ)(x) ⊆ R+ for every x ∈ S0 := dom(DlF (x̄, ȳ)).

Furthermore, for ū ∈ S0 with 0 ∈ DlF (x̄, ȳ)(ū), we have

D2
l F (x̄, ȳ, ū, 0)(x) ⊆ R+ for every x ∈ dom(D2

l F (x̄, ȳ, ū, 0)).

Proof. In this particular case, we have

D2
l F (x̄, ȳ, ū, 0)[IT (−K, 0)]− = ∅,

or
D2

l F (x̄, ȳ, ū, 0)(x) ∩ IT (−K, 0) = ∅,

which gives the desired estimate involving the second-order derivative. The in-
clusion involving the first-order derivative then follows by taking ū = 0.
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We recall that if F : X → Y is a single-valued map which is twice continuously
Fréchet differentiable around x̄ ∈ Q ⊂ X (notations: F

′

(x̄) and F
′′

(x̄)), then
the second order contingent derivative of the restriction FQ of F to Q at x̄ in a
direction ū is given by the formula (see [2, p. 215]):

D2
cFQ

(
x̄, F(x̄), ū, F

′

(x̄)(ū)
)
(x)=F

′

(x̄)(x)+F
′′

(x̄)(ū, ū) whenever x ∈ T 2(K, x̄, ū).

It is empty when x 6∈ T 2(Q, x̄, ū).

Therefore, for the case when the asymptotic derivative coincides with the
second-order contingent derivative, the second-order asymptotic cone T̃ 2(Q, x̄, ū)
coincides with the second-order contingent set T 2(Q, x̄, ū) and the map F is
single-valued, we have the following conlusion from Theorem 4.8:

Corollary 4.12. Consider problem (P0) with Y = R and K = R+ := {t ∈
R| t ≥ 0}. Let F : X → Y be a single-valued map being twice continuously
Fréchet differentiable around a point x̄ ∈ Q. (x̄, F (x̄)) is assumed to be a local
weak minimizer of (P0). Then

F
′

Q(x̄)(x) ≥ 0 for every x ∈ T (Q, x̄).

Furthermore, for every ū ∈ T (Q, x̄) such that v̄ := F
′

K(x̄)(ū) we have

F
′

Q(x̄)(x) + F
′′

Q(x̄)(ū, ū) ≥ −v̄ for every x ∈ T 2(Q, x̄, ū).

Proof. In this particular case, we have

T̃ 2(Q, x̄, ū)
⋂

D2
l F (x̄, ȳ, ū, v̄)[IT (−K, v̄)]− = ∅

or
D2

l F (x̄, ȳ, ū, v̄)[IT (−K, v̄)]− = ∅ for every x ∈ T 2(Q, x̄, v̄).

Therefore,

D2
l F (x̄, ȳ, ū, v̄)(x) ∩ IT (−K, v̄) = ∅ for every x ∈ T 2(Q, x̄, v̄).

Under the assumptions, we have

D2
l FQ

(
x̄, F (x̄), ū, F

′

(x̄)(ū)
)
(x)=F

′

(x̄)(x)+F
′′

(x̄)(ū, ū) whenever x ∈ T 2(K, x̄, ū).

This immediately gives the desired estimate for the second-order derivative. The
first-order derivative then follows by taking (ū, v̄) = (0, 0).

As a further specialization of Theorem 4.8, we recover the following necessary
optimality condition in finite dimensional mathematical programming. This re-
sult is well comparable to the similar results obtained in [4].

Corollary 4.13. Consider problem (P0) with Y = R
n and K = R

n
+ := {x ∈

R
n| xi ≥ 0 for every i ∈ Î := {1, 2, . . . , n}}. Let F : X → Y be a single-
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valued map being twice continuously Fréchet differentiable around a point x̄ ∈ Q.
(x̄, F (x̄)) is assumed to be a local weak minimizer of (P0). For simplicity set
FQ = F and define Î(x) := {i ∈ Î| xi = 0}. Then

F
′

(x̄)(x) 6∈ −int(Rn
+) for every x ∈ T (Q, x̄). (9)

Furthermore, for every ū ∈ T (K, x̄) such that v̄ := F
′

(x̄)(ū) ∈ (−∂Rn
+), we have

F
′

(x̄)(x) + F
′′

(x̄)(ū, ū) 6∈ −int(Rn
+)− {v̄} for every x ∈ T 2(Q, x̄, ū). (10)

Remark 4.14. Notice that (9) implies that there is no x ∈ T (Q, x̄) with
F

′

i (x̄)(x) < 0 for every i ∈ Î . Moreover, if for every ū ∈ T (Q, x̄) such that

Fi(x̄)(ū) ≤ 0 for all i ∈ Î and Î(v̄) 6= ∅, we have the incompatibility of the
system

(i) x ∈ T 2(K, x̄, ū);

(ii) F
′

i (x̄)(x) + F
′′

i (x̄)(ū, ū) < 0 whenever i ∈ Î(v̄),

then this implies the condition (10).

The following corollary, under the same assumptions as above, also extends
results given in [6], [5] and in [29] for special cases.

Corollary 4.15. Let F : X → R be a single-valued map being twice continuously
Fréchet differentiable around a point x̄ ∈ Q. (x̄, F (x̄)) is assumed to be a local
weak minimizer of (P0). Then

F
′

Q(x̄)(x) ≥ 0 for every x ∈ T (Q, x̄).

Furthermore, for every ū ∈ T (Q, x̄) such that F
′

Q(x̄)(ū) = 0 we have

F
′

Q(x̄)(x) + F
′′

Q(x̄)(ū, ū) ≥ 0 for every x ∈ T 2(Q, x̄, ū).

We conclude by giving the following simple illustrating example:

Example 4.16. Consider the following set-valued optimization problem

min
x∈R

F (x)

with F : R ⇉ R and

F (x) := {y ∈ R | y ≥ x2} for all x ∈ R.

Clearly, (x̄, ȳ) := (0, 0) is a local weak minimizer of this problem. For every
x ∈ R, for every ū ∈ R, we determine the second-order asymptotic tangent cone

T̃ 2(epi(F ), (0, 0), (ū, 0)) = {(x, y) ∈ R× R : y ≥ 0}.
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Therefore,

D2F (0, 0, ū, 0)(x) ∩ −int(R+) = ∅ for every x ∈ R

which is in compromise with the necessary optimality conditions given above.

5. Concluding Remarks

We have given new optimality conditions for the general set-valued optimiza-
tion problems with multi-equality and multi-inequality constraints. The given
conditions do not include the derivatives of the map defining the equality con-
straints and it is our future goal to deal with deficiency. This generalization seems
necessary to compare our results with more complete results where Dubovitskii-
Milyutin approach has been used to obtain first and second-order optimality
conditions (see [22, 23]). The generalized Dubovitskii-Milyutin approach for the
smooth data was introduced to study control problems with several equations
corresponding to the equality constraints (see [19]). The solution maps in this
setting were assumed to be smooth. Clearly, our results can be used to study
similar control problems without assuming that the solution maps are smooth.
However, we plan to give detailed applications of our results in a forthcoming
paper.
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