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Abstract7

In this paper, we study a class of multi-order fractional nonlinear delay systems. Our main
contribution is to show the (local or global) Mittag-Leffler stability of systems when some struc-
tural assumptions are imposed on the “vector fields”: cooperativeness, homogeneity, and order-
preserving on the positive orthant of the phase space. In particular, our method is applicable to
the case where the degrees of homogeneity of the non-lag and lag components of the vector field
are different. In addition, we also investigate in detail the convergence rate of the solutions to
the equilibrium point. Two specific examples are also provided to illustrate the validity of the
proposed theoretical result.
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1. Introduction10

A Positive system (a system with the property that a non-negative input will result in a non-11

negative output) plays an important role in modeling many important problems in real life12

because many quantities in physics, state variables in chemical reactions and bio-ecological13

models are naturally constrained to be non-negative. Besides, the delay differential equation14

is an important subject in the qualitative theory of dynamical systems because many realistic15

processes and phenomena depend on history. Therefore, there has been a large amount of16

published literature concerned with the delay positive systems (see, e.g., [3, 13, 14, 19]).17

Consider the simplest linear differential system18 
d

dt
x(t) = Ax(t), ∀t ≥ 0,

x(0) = x0 ∈ Rd,
(1)

where A ∈ Rd×d. It is not difficult to check that this system is positive if and only if A is Metzler.19

Moreover, the positive system (1) is asymptotically stable if and only if there is a positive v ≻ 020

with Av ≺ 0 (see, e.g., [8]). For the simplest form of delayed linear systems21 
d

dt
x(t) = Ax(t) +Bx(t− r), ∀t ≥ 0,

x(0) = x0 ∈ Rd,
(2)

Preprint submitted to Elsevier 26/05/2024



where A,B ∈ Rd×d, r ≥ 0, in [12], the authors have shown that it is positive if and only if22

A is Metzler, B is nonnegative. They have also proven that the positive delay system (2) is23

asymptotically stable if and only if there exists a positive v ≻ 0 satisfying (A+B)v ≺ 0. Then,24

a such result has been extended to cooperative homogeneous systems with the degree α = 125

by O. Mason and M. Verwoerd [17]. Later, in [4], it was further extended to cooperative delay26

systems with the degree of homogeneity α > 0 (with respect to a dilation map). Recently,27

there have been contributions on the convergence rate of solutions of generalized cooperative28

homogeneous systems with bounded delays to their equilibrium point established by J.G. Dong29

[7] and Q. Xiao et al. [30].30

Fractional calculus is a useful and suitable tool for describing processes or materials’ memory and31

hereditary properties. It is a significant advantage over classical models where such effects are32

ignored. For interested readers, the latest applications of fractional order differential equations33

can be found in the survey paper [21] and updated monographs, see, for example, [1, 2, 18, 22, 23]34

and references therein.35

For the above reasons, fractional positive delay systems promise to be a useful tool in describing36

the dynamic properties of memory-dependent phenomena.37

The two biggest challenges in studying fractional-order differential equations are that their so-38

lutions are non-local and the fractional-order derivatives have no geometric explanation. These39

lead to the fact that one cannot apply Lyapunov’s classic methods to these equations. The situ-40

ation becomes especially difficult for non-commensurate systems where a variation of constants41

formula which is the most essential part of the linearization approach is absent. Recently, H.T.42

Tuan and L.V. Thinh [28, 25] explored that the solutions of non-commensurate positive linear43

equations have separation properties. They then developed comparative arguments to analyze44

the solutions of these systems.45

With the desire to design a system in which the positivity of the solutions is guaranteed, the time46

delay dependence is expressed and the influence of the entire past of the process is reflected,47

inspired by [7, 28, 25], we are interested in non-commensurate nonlinear delay systems with48

some structural assumptions imposed on the vector fields so that the order relation on the phase49

space is preserved. More precise, our main object in the paper is the system:50 
CDα̂

0+w(t) = f(w(t)) +

m∑
j=1

g(j)(w(t− τj(t))), ∀t > 0,

w(s) = φ(s), ∀s ∈ [−r, 0],

(3)

where α̂ ∈ (0, 1] × · · · × (0, 1], m ≥ 1, rj > 0, j = 1, . . . ,m, are given nonnegative constants,51

τj : [0,∞) → [0, rj ], 1 ≤ j ≤ m, are continuous, r = max
1≤j≤m

rj and φ : [−r, 0] → Rd
≥0 is a52

continuous initial condition, f(·), g(j)(·), j = 1, . . . ,m, satisfy following assumption.53

54

Assumption (H1): f(·) is cooperative1 on Rd and is homogeneous2 of degree p ≥ 1.55

Assumption (H2): g(j)(·) is order-preserving3 on Rd
≥0 and is homogeneous of degree qj ≥ p ≥ 1.56

Assumption (S): There exists a vector v ≻ 0 such that f(v) +

m∑
j=1

g(j)(v) ≺ 0.57

1see in Definition 2.4
2see in Definition 2.3
3see in Definition 2.2
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Based on some special features of the Mittag-Leffler functions and comparison arguments, our58

main contribution is to prove the Mittag-Lefler stability of system (3). In particular, we explore59

the rate of convergence of the solutions to its equilibrium point. Additionally, depending on the60

degree of homogeneity of the functions f and gj , j = 1, . . . ,m, a result on local or global attrac-61

tiveness of the equilibrium point will be derived. This is a continuation of recently published62

papers, see, e.g., [17, 10, 7, 26, 27, 28, 16]. Finally, numerical examples are provided to illustrate63

the theoretical findings.64

2. Notations and preliminaries65

2.1. Notations66

Throughout the paper, the following notations are used: R, N is the set of real numbers,67

natural numbers, R≥0 := {x ∈ R : x ≥ 0}, R+ := {x ∈ R : x > 0}; Rd stands for the68

d-dimensional Euclidean space, Rd
≥0 is the subset of Rd with nonnegative entries and Rd

+ :=69 {
x = (x1, . . . , xd)

T ∈ Rd : xi > 0, 1 ≤ i ≤ d
}
. For two vectors w, u ∈ Rd, we write70

• u ⪯ w if ui ≤ wi, 1 ≤ i ≤ d.71

• u ≺ w if ui < wi, 1 ≤ i ≤ d.72

Let r > 0, we denote Br(0) := {x ∈ Rd : ∥x∥ ≤ r} and ∂Br(0) := {x ∈ Rd : ∥x∥ = r}. For
a vector valued function f : Rd −→ Rd which is differentiable at x ∈ Rd, we set Df(x) :=( ∂fi
∂xj

(x)
)
1≤i,j≤d

. Fixing a vector v ≻ 0, the weighted norm ∥.∥v is given by

∥w∥v := max
1≤i≤d

|wi|
vi

.

A real matrix A = (aij)1≤i,j≤d is called as Metzler if its off-diagonal entries aij , ∀i ̸= j, are73

nonnegative.74

Let α ∈ (0, 1] and J = [0, T ], the Riemann-Liouville fractional integral of a function x : J → R
is as

Iα0+x(t) :=
1

Γ(α)

∫ t

0
(t− s)α−1x(s) ds, t ∈ J,

and the Caputo fractional derivative of the order α is given by

CDα
0+x(t) :=

d

dt
I1−α
0+

(x(t)− x(0)), t ∈ J \ {0},

here Γ(·) is the Gamma function,
d

dt
is the first derivative (see, e.g., [6, Chapters 2 and 3] and

[29] for more detail on fractional calculus). For d ∈ N, α̂ := (α1, . . . , αd) ∈ (0, 1] × · · · × (0, 1]
and a function w : J → Rd, then

CDα̂
0+w(t) :=

(
CDα1

0+
w1(t), . . . ,

C Dαd

0+
wd(t)

)T
.

Definition 2.1. Let α, β > 0. The Mittag-Leffler function Eα,β(·) : R → R is defined by75

Eα,β(x) =

∞∑
k=0

xk

Γ(αk + β)
, ∀x ∈ R.

In the case β = 1, for simplicity we use convention Eα(x) := Eα,1(x) for all x ∈ R.76
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Definition 2.2. (see, e.g., [9, Definition 2.4]) Let k, n ∈ N and a closed convex cone C ⊂ Rk.77

A function f : Rk → Rn is said to be order-preserving on C if f(u) ⪰ f(v) for any u, v ∈ C78

satisfying u ⪰ v.79

Definition 2.3. [9, Definition 2.3] For any p ≥ 0, a vector field f : Rd −→ Rd is said to be
homogeneous of degree p if for all x ∈ Rd and for all λ > 0, we have

f(λ(x)) = λpf(x).

Definition 2.4. [30, Definition 2] A continuous vector field f : Rd −→ Rd which is continuously80

differentiable on Rd\ {0} is said to be cooperative if the Jacobian matrix Df(x) is Metzler for81

all x ∈ Rd
≥0\ {0}.82

2.2. Preliminaries83

We provide here some essential materials for further analysis in the next section.84

Lemma 2.5. (see, e.g., [15, Lemma 3.2], [31, Lemma 7]) If η > 0 and α ∈ (0, 1], then for all85

t ≥ 0, s ≥ 0, we have86

Eα(−ηtα)Eα(−ηsα) ≤ Eα(−η(t+ s)α)

Proposition 2.6. [20, Remark 3.1] Let f : Rd −→ Rd be a cooperative vector field. For any
two vectors u,w ∈ Rd

≥0 with ui = wi, i ∈ {1, · · · , d} and u ⪰ w, we have

fi(u) ≥ fi(w).

Proposition 2.7. [17, Lemma 2.1] Suppose that f : Rd → Rd is continuous and is continuously
differentiable on Rd\ {0}. Moreover, this function is homogeneous of degree p = 1 (or simply
homogeneous). Then, there exists a positive constant K such that

∥f(x)− f(y)∥ ≤ K∥x− y∥, ∀x, y ∈ Rd.

Proposition 2.8. [24, Proposition 2.8] Suppose that f : Rd → Rd is continuous and is continu-
ously differentiable on Rd\ {0}. In addition, we assume that f is homogeneous of degree p > 1.
Then, for any r > 0, we can find a positive constant K such that

∥f(x)− f(y)∥ ≤ K∥x− y∥, ∀x, y ∈ Br(0).

Lemma 2.9. Let w : [0, T ] → R be continuous and assume that the Caputo derivativeCDα
0+w(·)87

is also continuous on the interval [0, T ] with α ∈ (0, 1]. If there exists t0 > 0 such that w(t0) = 088

and w(t) < 0, ∀t ∈ [0, t0), then89

(i) CDα
0+w(t0) > 0 for 0 < α < 1;90

(ii) CDα
0+w(t0) ≥ 0 for α = 1.91

Proof. The conclusion of the case (ii) is obvious. The proof of the case (i) follows directly from92

[29, Theorem 1].93

3. Mittag-Leffler stability of homogeneous cooperative delay systems94

This part introduces our main contribution concerning the Mittag-Leffler stability of system (3).95

To do this, we first need results concerning the global existence, boundedness, and positivity of96

the solutions.97

4



3.1. Boundedness and positivity of solutions98

Consider the multi-order fractional homogeneous cooperative systems with bounded delays (3)99

as below.100 
CDα̂

0+w(t) = f(w(t)) +
m∑
j=1

g(j)(w(t− τj(t))), ∀t > 0,

w(s) = φ(s), ∀s ∈ [−r, 0].

Under the assumptions (H1) and (H2), following from Proposition 2.7, Proposition 2.8 and101

the arguments as in the proof of [26, Theorem 2.2], for each φ ∈ C([−r, 0];Rd), system (3) has102

a unique solution Φ(·, φ) on the maximal interval of existence [0, Tmax(φ)).103

Our aim in this subsection is to show the global existence, boundedness, and positivity of the104

solutions.105

Proposition 3.1. The following assertions are true.106

(i) Assume that the conditions (H1), (H2) and (S) are satisfied. Moreover, the assumption107

(H2) is valid for some qj > p. Let v ≻ 0 is a vector as in (S). Then, for any φ ∈108

C([−r, 0];Rd
≥0), φ(0) ≻ 0 and ∥φ∥v < 1, the solution Φ(·, φ) of (3) exists globally on109

[0,∞) and110

∥Φ(t, φ)∥v ≤ ∥φ∥v, ∀t ≥ 0.

(ii) Let the conditions (H1) and (S) be true and Assumption (H2) is satisfied for qj = p,111

j = 1, . . . ,m. Take v ≻ 0 as in (S), then for any φ ∈ C([−r, 0];Rd
≥0), φ(0) ≻ 0, the112

solution Φ(·, φ) of (3) exists globally on [0,∞) and113

∥Φ(t, φ)∥v ≤ ∥φ∥v, ∀t ≥ 0.

Proof. Case 1: There exists qj0 > p for some j0 = 1, . . . ,m. The approach in the proof of this
case is similar to that in [24, Proposition 3.1]. By virtue of Proposition 2.7 and Proposition 2.8,
the vector valued functions f , g are Lipschitz continuous on Br(0) for every r > 1. Let v ≻ 0
be a vector as in the asumption (S), φ ∈ C([−r, 0];Rd

≥0), φ(0) ≻ 0 and ∥φ∥v < 1. From [26,
Theorem 2.2], system (3) has the unique solution Φ(·, φ) on the maximal interval [0, Tmax(φ)).
Take ϵ > 0 be arbitrary such that ∥φ∥v + ε < 1. For each i = 1, . . . , d, we define

yi(t) :=
Φi(t, φ)

vi
− ∥φ∥v − ϵ, ∀t ∈ [0, Tmax(φ)).

From the fact that

yi(0) =
φi(0)

vi
− ∥φ∥v − ϵ < 0, ∀i = 1, d,

due to the continuity of yj(·), yi(t) is still positive when t is close enough to 0. Thus, if there114

is a t ∈ (0, Tmax(φ)) and an index i with yi(t) = 0, by choosing t∗ := inf{t > 0 : ∃i =115

1, d such that yi(t) = 0}, then t∗ > 0 and there exists an index i∗ which verify116

yi∗(t∗) = 0 and yi(t∗) ≤ 0, ∀i ̸= i∗, (4)

yi∗(t) < 0, ∀t ∈ [0, t∗), i = 1, . . . , d.

Combining (4) and Lemma 2.9, it leads to117

CD
αi∗
0+

yi∗(t∗) ≥ 0. (5)
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Furthermore, it is derived from (4) that118

Φi∗(t∗, φ) = (∥φ∥v + ϵ)vi∗ , (6)

Φi(t, φ) ≤ (∥φ∥v + ϵ)vi, ∀i = 1, . . . , d, ∀t ∈ [0, t∗]. (7)

Using (6), (7) and Proposition 2.6, then119

fi∗(Φ(t∗, φ)) ≤ fi∗ ((∥φ∥v + ϵ)v) = (∥φ∥v + ϵ)p fi∗(v).

On the other hand, from (7) and the assumption (H2), the following estimates hold.120

• If t∗ − τj(t∗) ∈ [0, t∗], then121

g
(j)
i∗ (Φ(t∗ − τj(t∗), φ)) ≤ g

(j)
i∗ ((∥φ∥v + ϵ)v) = (∥φ∥v + ϵ)qj g

(j)
i∗ (v).

• If t∗ − τj(t∗) ∈ [−r, 0], then122

g
(j)
i∗ (Φ(t∗ − τj(t∗), φ)) = g

(j)
i∗ (φ(t∗ − τj(t∗))) ≤ g

(j)
i∗ ((∥φ∥v + ϵ)v) = (∥φ∥v + ϵ)qj gi∗(v).

Thus, by the observations above,123

g
(j)
i∗ (Φ(t∗ − τj(t∗), φ)) ≤ (∥φ∥v + ϵ)qj g

(j)
i∗ (v).

Finally, with the help of the condition (S), we see that124

CD
αi∗
0+

yi∗(t∗) =
CD

αi∗
0+

Φi∗(t∗, φ)

vi∗

=
1

vi∗
fi∗(Φ(t∗, φ)) +

1

vi∗

m∑
j=1

g
(j)
i∗ (Φ(t∗ − τj(t∗), φ))

≤ 1

vi∗
(∥φ∥v + ϵ)p fi∗(v) +

1

vi∗

m∑
j=1

(∥φ∥v + ϵ)qj g
(j)
i∗ (v)

≤ 1

vi∗
(∥φ∥v + ϵ)p fi∗(v) +

1

vi∗
(∥φ∥v + ϵ)p

m∑
j=1

g
(j)
i∗ (v)

=
1

vi∗
(∥φ∥v + ϵ)p

fi∗(v) + m∑
j=1

g
(j)
i∗ (v)


< 0,

a contradiction with (5). This implies that yi(t) < 0 all t ∈ [0, Tmax(φ)) and for all i = 1, . . . , d.
Hence,

Φi(t, φ)

vi
< ∥φ∥v + ϵ, ∀t ∈ [0, Tmax(φ)), i = 1, . . . , d.

Let ϵ → 0, we obtain

Φi(t, φ)

vi
≤ ∥φ∥v, ∀t ∈ [0, Tmax(φ)), i = 1, . . . , d

or125

∥Φ(t, φ)∥v ≤ ∥φ∥v, ∀t ∈ [0, Tmax(φ)). (8)
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However, in light of (8) and the definition of the maximal interval of existence, it must be true126

that Tmax(φ) = ∞ because otherwise the solution Φ(·, φ) can be extended over a larger interval.127

Case 2: qj = p > 1 for all j = 1, . . . ,m. The arguments in the proof of Case 1 are still valid128

without the additional condition ∥φ∥v < 1.129

Case 3: qj = p = 1 for all j = 1, . . . ,m. By Proposition 2.7, the functions f , g are global130

Lipschitz continuous on Rd. Therefore, from [26, Theorem 2.2], for any φ ⪰ 0 on [−r, 0],131

φ(0) ≻ 0, system (3) has the unique global nonnegative solution on [0,∞). Now, repeating the132

arguments in the proof of Case 1, it is easy to see that133

∥Φ(t, φ)∥v ≤ ∥φ∥v, ∀t ∈ [0,∞).

The proof is complete.134

Proposition 3.2. Consider system (3). Suppose that the assumption (H1), (H2) and (S) are135

satisfied.136

(i) In addition, assume that (H2) is verified for some qj > p. Let v ≻ 0 as in (S). Then,137

for any φ ∈ C([−r, 0];Rd
≥0) with ∥φ∥v < 1, the solution Φ(·, φ) exists globally and is138

non-negative on [0,∞). Moreover, ∥Φ(t, φ)∥v ≤ ∥φ∥v for all t ≥ 0.139

(ii) Assume that (H2) is true with qj = p, j = 1, . . . ,m. Then, for any φ ∈ C([−r, 0];Rd
≥0),140

the solution Φ(·, φ) exists globally on [0,∞) and Φ(t, φ) ⪰ 0 for all t ≥ 0. Furthermore,141

we also obtain the estimate ∥Φ(t, φ)∥v ≤ ∥φ∥v for all t ≥ 0.142

Proof. Case 1: There exists some qj > p. Take and fix the initial condition φ ⪰ 0 with143

∥φ∥v < 1. Choose k large enough such that ∥φ∥v + 1
k < 1. Let Φk(·, φk) be the unique solution144

of the initial value problem145 
CDα̂

0+x(t) = f(x(t)) +

m∑
j=1

g(j)(x(t− τj(t))) +
e

k
, ∀t > 0,

x(s) = φk(s), ∀s ∈ [−r, 0],

(9)

where φk(s) = φ(s) +
1

k
e, s ∈ [−r, 0] and e := (1, . . . , 1)T ∈ Rd. It follows from Proposition146

3.1 that Φk(t, φk) ≻ 0 and ∥Φk(t, φk)∥v ≤ ∥φk∥v for all t ≥ 0. Let k, n ∈ N, n > k and put147

η(t) := Φk(t, φk) − Φn(t, φn), ∀t ∈ [0,∞). Suppose that there exists a t > 0 and an index148

i = 1, . . . , d with ηi(t) = 0. Take149

t0 := inf{t > 0 : ∃i = 1, d such that ηi(t) = 0}.

This implies t0 > 0. Furthermore, there is an index i0 so that150

ηi0(t0) = 0, ηi(t0) ≥ 0, i ̸= i0, (10)

ηi0(t) > 0, ∀t ∈ [0, t0).

Since ηi0(t0) = 0 and ηi0(t) > 0, ∀t ∈ [0, t0), by Lemma 2.9, it deduces that

CD
αi0

0+
ηi0(t0) ≤ 0.

On the other hand, from (10), we see151

Φk
i0(t0, φ

k) = Φn
i0(t0, φ

n),

Φn
i (t, φ

n) ≤ Φk
i (t, φ

k), ∀i ̸= i0, ∀t ∈ [0, t0],
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which together with Proposition 2.6 and the fact that f is cooperative implies

fi0(Φ
n(t0, φ

n)) ≤ fi0(Φ
k(t0, φ

k)).

With the help of the assumption that g(j) is order-preserving, we obtain152

• if t0 − τj(t0) ≥ 0, then

g
(j)
i0

(Φn(t0 − τj(t0)), φ
n) ≤ g

(j)
i0

(Φk(t0 − τj(t0)), φ
k);

• if t0 − τj(t0) < 0, then

g
(j)
i0

(Φn(t0 − τj(t0)), φ
n) = φn(t0 − τj(t0)) ≤ g

(j)
i0

(Φk(t0 − τj(t0)), φ
k) = φk(t0 − τj(t0));

and thus
g
(j)
i0

(Φn(t0 − τj(t0)), φ
n) ≤ g

(j)
i0

(Φk(t0 − τj(t0)), φ
k).

These lead to that153

CD
αi0

0+
ηi0(t0) =

C D
αi0

0+
Φk
i0(t0, φ

k)−C D
αi0

0+
Φn
i0(t0, φ

n)

= [fi0(Φ
k(t0), φ

k) +

m∑
j=1

g
(j)
i0

(Φk(t0 − τj(t0)), φ
k) +

1

k
]

− [fi0(Φ
n(t0), φ

n) +
m∑
j=1

g
(j)
i0

(Φn(t0 − τj(t0)), φ
n) +

1

n
]

= fi0(Φ
k(t0), φ

k)− fi0(Φ
n(t0), φ

n) +
1

k
− 1

n

+

m∑
j=1

[g
(j)
i0

(Φk(t0 − τj(t0)), φ
k)− g

(j)
i0

(Φn(t0 − τj(t0)), φ
n)]

> 0,

a contradiction. Hence, the sequence
{
Φk(·, φk)

}
(for k large enough) is strictly decreasing on

[0,∞). For each t ≥ 0, the limit lim
k→∞

Φk(t, φk) exists. Define

Ψ∗(t) := lim
k→∞

Φk(t, φk).

Using the arguments as in [28, Theorem 4.2], then the sequence
{
Φk(·, φk)

}
converges uniformly154

to Ψ∗(·) on [0, T ] for any T > 0 and it is obvious to see that Ψ∗(·) is also continuous and155

nonnegative on this interval. Moreover, ∥Ψ∗(t)∥v ≤ ∥φ∥v for all t ≥ 0. Now, based on the156

integral form of the solution157

Φk
i (t, φ

k) = φi(0) +
1

Γ(αi)

∫ t

0
(t− s)αi−1

[
fi(Φ

k(s, φk)) +
m∑
j=1

g
(j)
i (Φk(s− τj(s), φ

k))
]
ds

+
1

k
+

tαi

kΓ(αi + 1)

for all t ≥ 0 and letting k → ∞, then158

Ψ∗
i (t) = φi(0) +

1

Γ(αi)

∫ t

0
(t− s)αi−1

[
fi(Ψ

∗(s)) +
m∑
j=1

g
(j)
i (Ψ∗(s− τj(s)))

]
ds

8



for all t ≥ 0, i = 1, . . . , d. This together with the fact system (3) has a unique solution which159

exists globally on [0,∞) shows that Ψ∗(t) = Φ(t, φ), ∀t ≥ 0. In particular, Φ(·, φ) is non-negative160

and ∥Φ(t, φ)∥v ≤ ∥φ∥v for all t ≥ 0.161

Case 2: qj = p for all j = 1, . . . ,m. Using the same arguments mentioned above and note that162

the condition ∥φ∥v < 1 is not necessary.163

3.2. Mittag-Leffler stability of the systems164

This subsection presents our main contribution concerning the asymptotic properties and con-165

vergence rate of the solution of the system (3) to the origin. Before stating the main result, we166

introduce the definitions of Mittag-Leffler stability that were previously established in [26, 5].167

Definition 3.3. The trivial solution of (3) is called globally Mittag-Leffler stable if there exists168

a positive parameter β such that for any φ ∈ C([−r, 0];Rd), the solution Φ(·, φ) exists on the169

interval [0,∞) and satisfies170

∥Φ(t, φ)∥ ≤ νEβ(−ctβ), ∀t ≥ 0,

c, ν > 0 are parameters depending on φ, α, f and g(j), j = 1, . . . ,m.171

Definition 3.4. The trivial solution of (3) is called locally Mittag-Leffler stable if for any172

φ ∈ C([−r, 0];Rd) with ∥φ∥ small enough, the solution Φ(·, φ) exists on the interval [0,∞) and173

satisfies174

∥Φ(t, φ)∥ ≤ νEβ(−ctβ), ∀t ≥ 0,

where β is positive constant independent of the initial condition φ, and c,m > 0 are parameters175

depending on φ, α, f and g(j), j = 1, . . . ,m.176

Theorem 3.5. Suppose that assumptions (H1), (H2) and (S) are true. Then, the trivial177

solution of (3) is locally Mittag-Leffler stable.178

Proof. Let v ≻ 0 be a vector satisfying the assumption (S). Define β := min
1≤i≤d

αi/p. Consider179

the initial condition φ ∈ C([−r, 0];Rd
≥0) with ∥φ∥v < 1. Without loss of generality, we will only180

focus on the case φ ̸= 0. By virtue of the assumption (H2), for all i = 1, . . . , d, we can find a181

constant c ∈ (0, 1) verifying the following inequality182

fi(v)

vi
+

m∑
j=1

1

Eβ(−crβ)qj
g
(j)
i (v)

vi
+
( ∥φ∥v
Eβ(−c)

)1−p
c sup
t≥1

Ii(t) ≤ 0, (11)

where Ii(t) :=
tβ−αiEβ,β+1−αi

(−ctβ)

Eβ(−ctβ)
. Take a constant ϵ > 0 with ∥φ∥v + ϵ ≤ 1 and denote

νε :=
∥φ∥v + ϵ

Eβ(−c)
. We will prove that

0 ≤ Φi(t, φ) < νεEβ(−ctβ), ∀t ≥ 0, i = 1, . . . , d.

To do this, we first set183

zi(t) :=
Φi(t, φ)

vi
− νεEβ(−ctβ), t ≥ 0, i = 1, . . . , d.
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From Proposition 3.1 and the proof of Proposition 3.2, we see that ∥Φ(t, φ)∥v ≤ ∥φ∥v, ∀t ≥ 0.184

Hence, zi(t) < 0 for all t ∈ [0, 1], and i = 1, . . . , d. Thus, if the assertion that z(t) ≺ 0, ∀t ≥ 0 is185

false, there exist t∗ > 1 and i∗ so that186 {
zi∗(t∗) = 0 and zi(t∗) ≤ 0, ∀i ̸= i∗

zi∗(t) < 0, ∀t ∈ [0, t∗).
(12)

This means that187 {
Φi∗(t∗, φ) = νεEβ(−ctβ)vi∗ and Φi(t∗, φ) ≤ mεEβ(−ctβ)vi, ∀i ̸= i∗

Φi∗(t∗, φ) < νεEβ(−ctβ)vi∗ , ∀t ∈ [0, t∗).
(13)

Due to the fact that f is cooperative (Proposition 2.6) and that f is homogeneous of degree p,188

it deduces from (13) that189

fi∗(Φ(t∗, φ)) ≤ fi∗(νεEβ(−ctβ)v) =
(
νεEβ(−ctβ∗ )

)p
fi∗(v).

Notice that, by (13), the assumption (H1) (gj(·), j = 1, · · · ,m, is homogeneous of degree qj190

and is order-preserving on Rd
≥0), Lemma 2.5, and the fact that Eβ(−ctβ) is strictly deceasing191

on [0,∞), we obtain the estimates below.192

• If t∗ − τj(t∗) ∈ [0, t∗], then193

g
(j)
i∗

(Φ(t∗ − τj(t∗), φ)) ≤ g
(j)
i∗

(νεEβ(−c(t∗ − τj(t∗))
β)v)

= (νεEβ(−c(t∗ − τj(t∗))
β))qjg

(j)
i∗

(v)

≤

(
νεEβ(−ctβ∗ )

Eβ(−cτj(t∗)β)

)qj

g
(j)
i∗

(v)

≤

(
νεEβ(−ctβ∗ )

)p
Eβ(−crβ)qj

g
(j)
i∗

(v). (14)

• If t∗ − τj(t∗) ∈ [−r, 0], then194

g
(j)
i∗

(Φ(t∗ − τj(t∗), φ)) ≤ g
(j)
i∗

(νεv) = ν
qj
ε g

(j)
i∗

(v) ≤

(
νεEβ(−ctβ∗ )

)qj
Eβ(−crβ)qj

g
(j)
i∗

(v)

≤

(
νεEβ(−ctβ∗ )

)p
Eβ(−crβ)qj

g
(j)
i∗

(v). (15)

Combining (14)–(15), this deduces195

g
(j)
i∗

(Φ(t∗ − τj(t∗), φ)) ≤

(
νεEβ(−ctβ∗ )

)p
Eβ(−crβ)qj

g
(j)
i∗

(v).

Moreover, using a direct computation, it is obvious to see that196

CD
αi∗
0+

(
Eβ(−ctβ∗ )

)
= −ct

β−αi∗
∗ Eβ,1+β−αi∗ (−ctβ∗ ).
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Thus,197

CD
αi∗
0+

zi∗(t∗) =
1

vi∗

CD
αi∗
0+

Φi∗(t∗, φ)−C D
αi∗
0+

(
νεEβ(−ctβ∗ )

)
=

1

vi∗

fi∗(Φ(t∗, φ)) +
m∑
j=1

g
(j)
i∗

(Φ(t∗ − τj(t∗), φ))

+ νεct
β−αi∗
∗ Eβ,1+β−αi∗ (−ctβ∗ )

≤ 1

vi∗

(νεEβ(−ctβ∗ )
)p

fi∗(v) +

m∑
j=1

Eβ(−ctβ∗ )
p

Eβ(−crβ)qj
g
(j)
i∗

(v)

+ νεct
β−α
∗ Eβ,1+β−αi∗ (−ctβ∗ )

=
(
νεEβ(−ctβ∗ )

)p fi∗(v)
vi∗

+

m∑
j=1

g
(j)
i∗

(v)

Eβ(−crβ)qjvi∗
+ ν1−p

ε c
t
β−αi∗
∗ Eβ,1+β−αi∗ (−ctβ∗ )

Eβ(−ctβ∗ )p


≤
(
νεEβ(−ctβ∗ )

)p fi∗(v)
vi∗

+

m∑
j=1

g
(j)
i∗

(v)

Eβ(−crβ)qjvi∗
+ ν1−p

ε c sup
t≥1

t
β−αi∗
∗ Eβ,1+β−α(−ctβ∗ )

Eβ(−ctβ∗ )p


< 0,

where the last inequality is derived from (11). However, from (12) and Lemma 2.9, this implies198

that CD
αi∗
0+

zi∗(t∗) ≥ 0, a contracdiction. From this fact, we obtain that z(t) ≺ 0, ∀t ≥ 0, and199

thus200

Φi(t, φ)

vi
< νεEβ(−ctβ), ∀t ≥ 0, ∀i = 1, . . . , d.

Let ε → 0, then201

Φi(t, φ)

vi
≤ νEβ(−ctβ), ∀t ≥ 0, ∀i = 1, . . . , d,

here ν :=
∥φ∥v

Eβ(−c)
. The proof is complete.202

Remark 3.6. Theorem 3.5 provides a criterion to test the stability and the convergence rate of203

non-trivial solutions of multi-order fractional cooperative delay systems to the origin. Depending204

on the situation when the degrees of homogeneity of vector fields are equal or different, we get205

the global or local stability. To our knowledge, this result has not previously appeared in the206

literature.207

Remark 3.7. By [11, Lemma 4.25, p. 86], the functions Eβ,β+1−αi
(−ctβ), i = 1, . . . , d, Eβ(−ctβ)208

are strictly decreasing on [0,∞). Hence, for t ≥ 1, we see that209

0 ≤
tβ−αiEβ,β+1−αi

(−ctβ)

Eβ(−ctβ)
≤

Eβ,β+1−αi
(−ctβ)

Eβ(−ctβ)
, ∀i = 1, . . . , d.

Furthermore, from [11, Estimate (4.7.5), p. 75], we have210

lim
t→∞

Eβ,β+1−αi
(−ctβ)

Eβ(−ctβ)
=

Γ(1− β)

Γ(1− αi)
, i = 1, . . . , d.

Thus, the observations above lead to that sup
t≥1

tβ−αiEβ,β+1−αi
(−ctβ)

Eβ(−ctβ)
is finite.211

Remark 3.8. If the assumption (H2) is true for qj = p for all j = 1, . . . ,m, then the proof of212

Theorem 3.5 holds without requiring the initial condition φ(·) to be small. Hence, in this case,213

the trivial solution is globally Mittag-Leffler stable.214
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Remark 3.9. Consider system (3) when α1 = · · · = αd = α0 ∈ (0, 1). Then, from the proof215

of Theorem 3.5 and Remark 3.8, the trivial solution is locally Mittag-Leffler stable or globally216

Mittag-Leffler stable and the optimal convergence rate of the solutions to the origin as t−α0/p.217

Remark 3.10. Suppose that the assumption (H2) is true for p = qj = 1 for all j = 1, . . . ,m and218

α1 = · · · = αd = α0 ∈ (0, 1). Then, the trivial solution of system (3) is globally Mittag-Leffler219

stable. In particular, let v ≻ 0 satisfying the assumption (S), based on the arguments as in220

the proof of Theorem 3.5, for any initial condition φ ∈ C([−r, 0];Rd
≥0), the following optimal221

estimates hold222

Φi(t, φ) ≤ ∥φ∥vEα(−ηtα0), ∀t ≥ 0, i = 1, . . . , d,

where η > 0 is some constant such that223

fi(v) +

m∑
j=1

g
(j)
i (v) + η ≤ 0, ∀i = 1, . . . , d.

Remark 3.11. The approach as in the proof of Theorem 3.5 still holds when β = 1 or αi = 1 for224

all i = 1, . . . , d.225

4. Numerical examples and discussion226

We present two numerical examples to illustrate the proposed theoretical result.227

Example 4.1. Consider the system228 {
CDα̂

0+w(t) = f(w(t)) + g(w(t− τ(t)), ∀t > 0,

w(s) = φ(s), s ∈ [−r, 0],
(16)

here α̂ = (0.71, 0.61), the delay τ(t) =
2 + sin t

3
for t ≥ 0, r = 1, and229

f(w1, w2) =

(
−4w1 + 3w2

w1 − 3w2

)
, g(w1, w2) =

(
w2
1 + 3

√
w3
1w2

w1w2 + 2w2
2

)
.

It is obvious that f(·) is continuously differentiable on R2\{0} and230

Df(w1, w2) =

(
−4 3
1 −2

)
is a Metzler matrix. Hence, this function is cooperative on R2

≥0. In addition, g(·) is continuously231

differentiable on R2\{0} and is order-preserving on R2
≥0. On the other hand, f(·) is homogeneous232

of degree p = 1 and g(·) is homogeneous of degree q = 2. These observations show that the233

assumptions (H1) and (H2) are verified. Now, choosing v = (0.3, 0.2)T, then the assumption234

(S) holds because235

f(v) + g(v) =

(
−0.29
−0.16

)
≺ 0.

So, according to Theorem 3.5, the trivial solution of (16) is locally Mittag-Leffler stable. Take236

the initial condition φ(s) ≈
(

0.2
0.15

)
on the interval [−1, 0], we see that ∥φ∥v < 1. The237

asymptotic behavior of the solution Φ(·, φ) is depicted in Figure 1.238

When the degree of homogeneity of function g is larger than the one of function f , in general, the239

trivial solution of system (16) is only locally Mittag-Leffler stable. Indeed, take φ = (1.2, 0.4)T240

(it is easy to check that ∥φ∥v > 1), by a numerical simulation, we can see that the solution241

Φ(·, φ) of the system does not converge to the origin (see Figure 2).242
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Figure 1: The solution to system (16) with φ(s) =

(
0.2
0.15

)
on the interval [−1, 0].
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Figure 2: The solution to the system (16) with φ(s) =

(
1.2
0.4

)
on the interval [−1, 0].
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Figure 3: The solution to system (17) with φ(s) =

(
0.2
0.4

)
on the interval [−1, 0].

Example 4.2. Consider the system243 {
CDα̂

0+w(t) = f(w(t)) + g(w(t− τ(t)), ∀t > 0,

w(s) = φ(s), s ∈ [−r, 0].
(17)

Here, we choose α̂ = (0.95, 0.7), τ(t) =
1

2
+

1

2 + t2
for t ≥ 0, r = 1, and244

f(w1, w2) =

(
−8w2

1 + w2
2

2w2
1 − 9w2

2

)
, g(w1, w2) =

(
3w1w2 + w2

2

(w1 + 2w2)
√

w2
1 + 7w2

2

)
.

Function f(·) is continuously differentiable on R2\{0} and245

Df(w1, w2) =

(
−16w1 2w2

4w1 −18w2

)
.

Hence, it is cooperative on R2
≥0. Function g(·) is continuously differentiable on R2\{0} and246

is order-preserving on R2
≥0. Furthermore, f(·), g(·) are homogeneous of degree 2. Thus, the247

assumptions (H1) and (H2) are satisfied. Choosing v = (1, 1)T, then248

f(v) + g(v) =

(
−3
−1

)
≺ 0.

This implies that the assumption (S) is true. Then, by Theorem 3.5, the trivial solution of (16)249

is globally Mittag-Leffler stable. Figures 3 (the initial condition ∥φ∥v < 1) and Figure 4 (the250

initial condition ∥φ∥v > 1) illustrate the fact that every solution of system (17) is attracted to251

the origin regardless of whether its initial condition is small or large.252
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Figure 4: The solution to system (17) with φ(s) =

(
2.3
0.2

)
on the interval [−1, 0].
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