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1. INTRODUCTION

Ordinary differential equation systems of fractional order
with Caputo operators have been a topic of great interest
for the last decades because of their considerable impor-
tance in many applications in various fields of applied sci-
ences. One relevant aspect when discussing such systems is
their stability analysis. While the investigation of commen-
surate systems (i.e. systems where all equations contain
differential operators of the same order) is straightforward
and well investigated (Matignon, 1996, 1998), much less is
known in the general incommensurate case where all equa-
tions are allowed to have arbitrary orders, independent of
the orders of the other equations of the system. In this
work we shall concentrate on the latter case and establish
a few new results that provide additional insight.

The fundamental result about d-dimensional linear sys-
tems of this type with some constant coefficient matrix
A is that the system is asymptotically stable if and
only if the zeros of its fractional characteristic function
det(diag(sα1 , . . . , sαd)−A) are in the open left half of the
complex plane, see Deng et al. (2007). While this result
is very valuable theoretically, it is only of rather limited
practical use because finding roots of a fractional char-
acteristic polynomial of a non-commensurate fractional-
order system is a complicated task that has so far only been
solved in some special cases, essentially in two dimensions;
cf. Brandibur and Kaslik (2018) and Diethelm et al. (2022)
where, in particular, the results have also been extended
to some classes of nonlinear equations.

Our aim here is to extend the work of those papers to
three dimensions. The general d-dimensional setting will
be discussed elsewhere later. We thus study here the
fractional-order system with Caputo fractional derivatives

Dαx(t) =Ax(t) + f(t, x(t)), t > 0,

x(0) = x0 ∈ R3,

where α = (α1, α2, α3) ∈ (0, 1]3 is a multi-index, A ∈ R3×3

is a square matrix and f : [0,∞) × R3 → R3 is a vector
valued continuous function. Our results complement those
recently developed for general d by Diethelm et al. (2023)
where completely different methods are used and stability
is shown under significantly different assumptions.

We will first recall some basic general properties of inho-
mogeneous linear systems of the type of equations that we
are interested in. Next we will look at the concrete question
for the asymptotic stability or instability of homogeneous
linear systems, in particular providing criteria that can
be effectively tested for a given system. Afterwards, we
show how these criteria can also be exploited to investigate
inhomogeneous systems and systems with certain types of
nonlinearities. Some examples will conclude our work.

2. SOME GENERAL PROPERTIES OF
NON-COMMENSURATE SYSTEMS AND THEIR

CHARACTERISTIC FUNCTION

Consider the three-dimensional incommensurate system

Dα1x1(t) =a11x1(t) + a12x2(t) + a13x3(t) + f1(t),
Dα2x2(t) =a21x1(t) + a22x2(t) + a23x3(t) + f2(t),
Dα3x3(t) =a31x1(t) + a32x2(t) + a33x3(t) + f3(t),

}
(1)

where x1(0) = x01, x2(0) = x02, x3(0) = x03 and α1, α2, α3 ∈
(0, 1]. We use the obvious notation

A =

(
a11 a12 a13
a21 a22 a23
a31 a32 a33

)
, f(t) =

(
f1(t)
f2(t)
f3(t)

)
. (2)

By applying the Laplace transform to (1), we obtain

A ·

(
X1(s)
X2(s)
X3(s)

)
=

sα1−1x01 + F1(s)
sα2−1x02 + F2(s)
sα3−1x03 + F3(s)


where Xk and Fk denote the Laplace transforms of
xk and fk, respectively. Then we can find the solu-



tion (X1(s), X2(s), X3(s))
T of this algebraic linear sys-

tem with standard linear algebra methods. Finally an
inverse Laplace transform yields the desired solution
(x1(t), x2(t), x3(t))

T of the differential equation system (1).

Classical Laplace transform arguments then show us the
following result, see Deng et al. (2007):

Theorem 1. The homogeneous system associated to (1)
is asymptotically stable if all zeros of its characteristic
function Q defined by

Q(s) = det

((
sα1 0 0
0 sα2 0
0 0 sα3

)
−A

)
are in the open left half of the complex plane. Moreover,
the homogeneous system is unstable if Q has at least one
zero in the open right half of C.

Therefore, our main question is: Where are the zeros of the
characteristic functionQ? More precisely, we are interested
in finding conditions on the matrix A which are sufficient
to guarantee that all zeros of Q are in the open left half of
the complex plane.

An explicit calculation shows that the characteristic func-
tion Q has the form

Q(s) = sα1+α2+α3 − a11s
α2+α3 − a22s

α1+α3 − a33s
α1+α2

+ sα1(a22a33 − a23a32) + sα2(a11a33 − a13a31)

+ sα3(a11a22 − a12a21)− detA. (3)

Our considerations below will be based on this relation.

3. MAIN RESULTS

Following the standard approach, we will first discuss the
homogeneous linear system associated to (1), i.e. the case
where fk(t) = 0 for all k. We then extend these results to
the inhomogeneous case (see Subsection 3.2) and consider
nonlinear problems (cf. Subsection 3.3).

3.1 Homogeneous linear systems

Our first new theorem is a general negative result.

Theorem 2. (a) If detA > 0 then the homogeneous sys-
tem associated to (1) is unstable.

(b) If detA < 0, α1 + α2 + α3 ≥ 2 and Q is of the form
Q(s) = sα1+α2+α3 −

∑n
k=1 cks

ψk − detA with some
n ∈ N, maxk ck > mink ck ≥ 0 and ψk ∈ (0, 2) then
the homogeneous system associated to (1) is unstable.

Proof. From eq. (3), we can see that Q is continuous on
R, that lims→∞Q(s) = ∞, and that Q(0) = − detA.

Hence, if detA > 0 then Q(0) < 0 and thus Q must have
a real zero in the interval (0,∞). Therefore, the statement
of Theorem 1 asserts the instability in case (a).

We will give the proof of (b) at the end of Subsection
3.1. 2

Remark 3. Among all the results that we shall prove in
this paper, Theorem 2 is special because it is the only
statement that admits an immediate generalization from
the three-dimensional setting to the general d-dimensional
case with arbitrary d ∈ N. To be precise, when following

the same steps as above, one can see that the absolute
term in the characteristic function Q(s) has the value
(−1)d detA. Therefore, arguing in exactly the same man-
ner as in the proof of Theorem 2, we can see that the
homogeneous system is unstable if (−1)d detA < 0 and
not asymptotically stable if detA = 0.

Already in the two-dimensional case discussed in Diethelm
et al. (2022) (where the coefficient matrix A contains only
four entries), it was necessary to discuss a relatively large
number of cases in each of which the coefficients were
assumed to be in certain ranges. In the three-dimensional
case that we discuss here, we have nine entries in the
matrix A, and therefore the number of cases is much
bigger. Thus, space limitations prevent us from discussing
the matter exhaustively here. We therefore exclusively
concentrate for the remainder of the paper on a limited
range of possible matrices, namely on those for which the
characteristic function takes the simpler form

Q(s) = sβ4 − asβ3 − bsβ2 − csβ1 − d
with some 0 < β1 ≤ β2 ≤ β3 < β4

}
(4)

where, in particular, β4 = α1+α2+α3 and d = detA, i.e.
we assume that three of the six coefficients of the general
form (3) (not counting the leading coefficient, which always
is 1, and the absolue term which is always detA and which,
according to Theorem 2, must not be zero if asymptotic
stability is desired) vanish. Our results below will therefore
mainly provide conditions under which the zeros of the
function Q of (4) are located in the open left half of
C. Clearly, there are

(
6
3

)
= 20 possible ways to select

the three coefficients that we assume to vanish from the
six coefficients that are allowed to be zero in principle.
To be precise, our approach covers the following special
situations where we always assume that the three mutually
distinct values j1, j2, j3 ∈ {1, 2, 3} are chosen such that
αj1 ≤ αj2 ≤ αj3 :

(1) a11 = a22 = a33 = 0; then βk = αjk for k = 1, 2, 3;
(2) a11 = a22 = 0 and a22a33 = a23a32; then β1 =

min(α2, α3), β3 = max(α1+α2, α3), β2 = α1+2α2+
α3 − β1 − β3;

(3) a11 = a22 = 0 and a11a33 = a13a31; then β1 =
min(α1, α3), β3 = max(α1+α2, α3), β2 = 2α1+α2+
α3 − β1 − β3;

(4) a11 = a22 = 0 and a11a22 = a12a21; then β1 =
min(α1, α2), β2 = max(α1, α2), β3 = α1 + α2;

(5) a11 = a33 = 0 and a22a33 = a23a32; then β1 =
min(α2, α3), β3 = max(α1 + α3, α2), β2 = α1 + α2 +
2α3 − β1 − β3;

(6) a11 = a33 = 0 and a11a33 = a13a31; then β1 =
min(α1, α3), β2 = max(α1, α3), β3 = α1 + α3;

(7) a11 = a33 = 0 and a11a22 = a12a21; then β1 =
min(α1, α2), β3 = max(α1+α3, α2), β2 = 2α1+α2+
α3 − β1 − β3;

(8) a22 = a33 = 0 and a22a33 = a23a32; then β1 =
min(α2, α3), β2 = max(α2, α3), β3 = α2 + α3;

(9) a22 = a33 = 0 and a11a33 = a13a31; then β1 =
min(α1, α3), β3 = max(α1, α2 + α3), β2 = α1 + α2 +
2α3 − β1 − β3;

(10) a22 = a33 = 0 and a11a22 = a12a21; then β1 =
min(α1, α2), β3 = max(α1, α2+α3), β2 = α1+2α2+
α3 − β1 − β3;



(11) a11 = 0, a22a33 = a23a32 and a11a33 = a13a31; then
β1 = min(α1 + α2, α3), β3 = max(α1 + α2, α1 + α3),
β2 = 2α1 + α2 + 2α3 − β1 − β3;

(12) a11 = 0, a11a22 = a12a21 and a11a33 = a13a31; then
β1 = α1, β2 = min(α1 +α2, α1 +α3), β3 = max(α1 +
α2, α1 + α3);

(13) a11 = 0, a11a22 = a12a21 and a22a33 = a23a32; then
β1 = min(α1 + α3, α2), β3 = max(α1 + α2, α1 + α3),
β2 = 2α1 + 2α2 + α3 − β1 − β3;

(14) a22 = 0, a22a33 = a23a32 and a11a33 = a13a31; then
β1 = min(α1 + α2, α3), β3 = max(α2 + α3, α1 + α2),
β2 = α1 + 2α2 + 2α3 − β1 − β3;

(15) a22 = 0, a11a22 = a12a21 and a11a33 = a13a31; then
β1 = min(α2 + α3, α1), β3 = max(α1 + α2, α2 + α3),
β2 = 2α1 + 2α2 + α3 − β1 − β3;

(16) a22 = 0, a11a22 = a12a21 and a22a33 = a23a32; then
β1 = α2, β2 = min(α1 +α2, α2 +α3), β3 = max(α2 +
α3, α1 + α2);

(17) a33 = 0, a22a33 = a23a32 and a11a33 = a13a31; then
β1 = α3, β2 = min(α2 +α3, α1 +α3), β3 = max(α1 +
α3, α2 + α3);

(18) a33 = 0, a11a22 = a12a21 and a11a33 = a13a31; then
β1 = min(α2 + α3, α1), β3 = max(α1 + α3, α2 + α3),
β2 = 2α1 + α2 + 2α3 − β1 − β3;

(19) a33 = 0, a11a22 = a12a21 and a22a33 = a23a32; then
β1 = min(α1 + α3, α2), β3 = max(α1 + α3, α2 + α3),
β2 = α1 + 2α2 + 2α3 − β1 − β3;

(20) a22a33= a23a32, a11a33= a13a31 and a11a22= a12a21;
then β3 = αj2 + αj3 , β2 = αj1 + αj3 , β1 = αj1 + αj2 .

In case #1 we can additionally see that a = aj1,j2aj2,j1 ,
b = aj1,j3aj3,j1 and c = aj2,j3aj3,j2 ; in case #20 we have
a = aj1,j1 , b = aj2,j2 and c = aj3,j3 . For the other cases,
the computation of a, b and c from the given data in the
differential equation system (1) is also possible but requires
very many case distinctions that lead to general formulas
which we believe to be far too unwieldy to write down
here. We have therefore decided to only write down the
procedure for one specific example and believe that the
readers will be able to adapt the approach for the other
cases when necessary:

Example 4. Let us consider the case where α1 = 0.4,
α2 = 0.3, α3 = 0.5 and

A =

( −3 0 1.5
−0.5 0 0.5
6 −1 −3

)
.

Then we are in case #15, and the characteristic function
is

Q(s) = s1.2 + 3s0.8 + 3s0.7 + 0.5s0.4 + 0.75.

Therefore, we can identify the parameters occurring in
eq. (4) as β1 = α1 = 0.4, β2 = α1 + α2 = 0.7, β3 = α2 +
α3 = 0.8, a = a11 = −3, b = a33 = −3 and c = a22a33 −
a23a32 = −0.5. Moreover, d = detA = −0.75.

Our first positive main result then is the following suffi-
cient condition for the asymptotic stability of our differ-
ential equation system:

Theorem 5. If Q(s) has the form (4) with d = detA < 0,
a, b, c ≤ 0, β1, β2, β3 ≤ 1, β4−β3 < 1, |β1+β3−β4| ≤ 1 and
|β2 + β3 − β4| ≤ 1 then all roots of Q(s) satisfy ℜ(s) < 0,
so that the system is asymptotically stable.

Proof. If Q(s) has a root s with ℜ(s) ≥ 0 then | arg(s)| ≤
π
2 , and therefore | arg(sβi)| = βi · | arg(s)| ≤ βiπ

2 ≤ π
2 for

i ∈ {1, 2, 3}. In other words, we see that

ℜ(sβi) ≥ 0 for i ∈ {1, 2, 3}. (5)

Moreover, since Q(s) = 0 where Q(s) is given by (4), we
have

sβ3 =
bsβ2 + csβ1 + d

sβ4−β3 − a
where we have exploited the fact that, by our assump-
tions, | arg(sβ4−β3)| = (β4 − β3)| arg s| < π

2 , so that

ℜ(sβ4−β3) > 0 which—together with our assumption that
a ≤ 0—implies that the denominator on the right-hand
side cannot be zero. Thus we obtain

ℜ(sβ3)

=ℜ
(
bsβ2 + csβ1 + d

sβ4−β3 − a

)
=

ℜ
(
(bsβ2 + csβ1 + d)(s̄β4−β3 − a)

)
|sβ4−β3 − a|2

=
1

|sβ4−β3 − a|2
[
ℜ(bsβ2 + csβ1 + d)ℜ(s̄β4−β3 − a)

−ℑ(bsβ2 + csβ1 + d)ℑ(s̄β4−β3 − a)
]

=
1

|sβ4−β3 − a|2
[
b(ℜ(sβ2)ℜ(s̄β4−β3)−ℑ(sβ2)ℑ(s̄β4−β3))

− abℜ(sβ2)−acℜ(sβ1) + dℜ(s̄β4−β3)−ad
+c(ℜ(sβ1)ℜ(s̄β4−β3)−ℑ(sβ1)ℑ(s̄β4−β3))

]
=

1

|sβ4−β3 − a|2
[
bℜ(sβ2 s̄β4−β3)− abℜ(sβ2)− acℜ(sβ1)

+ dℜ(s̄β4−β3)− ad+ cℜ(sβ1 s̄β4−β3)
]

When we take into consideration the relation

ℜ(sγ1 s̄γ2) = |s|γ1+γ2 cos((γ1 − γ2) arg s),

the inequalities a, b, c ≤ 0, d < 0, our assumptions on
the βi, and eq. (5), we can see that the expression in the
square brackets of the last member of the equation chain
above is strictly negative. Since the factor outside of the
square brackets is positive, we see that ℜ(sβ3) < 0 which
contradicts our initial assumption above. So the equation
Q(s) = 0 does not have any roots with ℜ(s) ≥ 0. 2

Remark 6. Whether the conditions on the βi in this The-
orem are fulfilled depends on which of the 20 cases men-
tioned above we are in. In case 1, this is particularly simple
to check because then we have β4 = β1 + β2 + β3 = α1 +
α2 + α3, so—since we always assume αi ∈ (0, 1]—the
assumptions are satisfied whenever αj1 + αj2 < 1.

Remark 7. It is easy to check that the problem discussed
in Example 4 satisfies the conditions of Theorem 5, so we
can conclude that the system Dαx(t) = Ax(t) with A and
α as given there is asymptotically stable. We have plotted
the components of the associated numerical solution up to
the value t = 1000 (computed with the implicit product
integration rule of trapezoidal type of Garrappa (2018)
with step size 1/200) with initial values x(0) = (1,−2, 2)T

in Figure 1. To display the main property of the solution
components, viz. their convergence to zero for t → ∞, as
clearly as possible, the plots are shown in a coordinate
system with a logarithmic scale on the horizontal axis.



Fig. 1. Solution to the system Dαx(t) = Ax(t), x(0) =
(1,−2, 2)T, with A and α as in Example 4. Note the
logarithmic scale on the horizontal axis.

To find additional sets of conditions under which we can
guarantee the zeros of the characteristic function Q to be
in the open left half of C, we need a few preparations.
Remember that Q has the form (4). For ω ∈ R, we write

h1(ω) = ℜQ(ωi) = ωβ4 cos
β4π

2
− aωβ3 cos

β3π

2
(6)

− bωβ2 cos
β2π

2
− cωβ1 cos

β1π

2
− d

and

h2(ω) = ℑQ(ωi) = ωβ4 sin
β4π

2
− aωβ3 sin

β3π

2
(7)

− bωβ2 sin
β2π

2
− cωβ1 sin

β1π

2
.

First, we look at zeros of Q on the imaginary axis.

Lemma 8. Let d < 0. If Q has a zero on the imaginary axis
then there exists some ω > 0 such that h1(ω) = h2(ω) = 0.

Proof. Since Q(s̄) = Q(s), it follows that Q(ωi) = 0 with
some ω > 0 if and only if Q(−ωi) = 0. Moreover, from
d < 0 we see that Q(0) ̸= 0. Thus, the statement follows
directly from the definitions (6) and (7) of h1 and h2. 2

Next, to investigate the existence of zeros of Q in the
open right half of C we recall an auxiliary result already
developed in Diethelm et al. (2022, pp. 1332–1333). In view
of Theorem 2, it is clear that such zeros exist if d > 0 and
that a zero at the origin exists if d = 0. It thus only remains
to consider the case d < 0. Here we define the sets

γ1 := {s = ωi : ε ≤ ω ≤ R} ,

γ2 :=
{
s = Reiφ : −π

2
≤ φ ≤ π

2

}
,

γ3 :=
{
s = εeiφ : −π

2
≤ φ ≤ π

2

}
,

γ4 := {s = ωi : −R ≤ ω ≤ −ε}
where 0 < ε < R are chosen such that all zeros of Q in
the open right half of C are located inside of the open
region Cε,R ⊂ C whose boundary is formed by these four
curves. This is possible if we choose ϵ sufficiently small
(since Q(0) > 0, the continuity of Q implies that Q has
no zeros s with |s| ≤ ε) and R sufficiently large (because
lim|s|→∞ |Q(s)| = ∞ uniformly in arg s). As in Diethelm
et al. (2022, pp. 1332–1333), we see that the number of

zeros ofQ in the open right half of C is equal to the number
of zeros in Cε,R which, since Q is analytic in Cε,R, is equal
(by the argument principle) to the number Z of times that
the curve Q(∪4

k=1γk) encircles the origin in the positive
direction. If Z > 0 then this curve must encircle the origin
at least once, and so the curve must cross the positive and
negative real and imaginary axes. Thus, in particular there
is some s∗ ∈ ∪4

k=1γk such that Q(s∗) ∈ (−∞, 0).

When β4 < 2, using the argument above, it is no loss of
generality to assume that ε and R are such that s∗ /∈ γ2 ∪
γ3, so s

∗ ∈ γ1 ∪ γ4 ⊂ {ωi : ω ∈ R}. Since Q(s̄) = Q(s)
there must exist some ω ∈ (ε,R) ⊂ R such that Q(ωi) ∈
(−∞, 0). We have thus shown:

Lemma 9. If β4 < 2 and Q has zeros in the open right
half of C then there exists an ω > 0 with h1(ω) < 0 and
h2(ω) = 0.

Hence, in view of Lemmas 8 and 9, we must find conditions
under which h1(ω) > 0 holds for all ω > 0 with h2(ω) = 0.

To simplify the notation for our following developments,
we now assume that β4 ̸= 2 and introduce the quantities

ρi =
sin (β4−βi)π

2

sin β4π
2

and ρ̃i =
sin βiπ

2

sin β4π
2

(8)

for i = 1, 2, 3, so that whenever h2(ω) = 0 we have

h1(ω) =
h1(ω) sin

β4π
2 − h2(ω) cos

β4π
2

sin β4π
2

=−aωβ3ρ3 − bωβ2ρ2 − cωβ1ρ1 − d. (9)

Lemma 10. Let 0<β1<β2<β3<β4<2. If a, b, c ≤ 0 and
d < 0 then all zeros of Q are in the open left half of C.

Proof. Since ρk > 0 for k = 1, 2, 3, our assumptions on a,
b, c and d imply in view of (9) that h1(ω) > 0 for all ω > 0
with h2(ω) = 0. The conclusion then follows by Lemmas
8 and 9. 2

Lemma 11. If, in eq. (4), a = b = 0, c > 0, β4 < 2 and

d < −cρ1(cρ̃1)β1/(β4−β1), (10)

then all zeros of Q are in the open left half of C.

Proof. In view of our assumptions, we see that h2(ω0) = 0
if and only if ω0 = (cρ̃1)

1/(β4−β1). From (9), we have
h1(ω0) = −c(cρ̃1)β1/(β4−β1)ρ1−d, so (10) implies h1(ω0) >
0. Thus, by Lemmas 8 and 9, Q has no zeros on the
imaginary axis or in the open right half of C. 2

In a completely analog manner, we can also show:

Lemma 12. Assume that, in eq. (4), β4 < 2 and

(a) either b = c = 0, a > 0 and d < −aρ3(aρ̃3)β3/(β4−β3)

(b) or a = c = 0, b > 0 and d < −bρ2(bρ̃2)β2/(β4−β2).

Then, all zeros of Q lie in the open left half of C.
Lemma 13. Let β1 < β2 < β3 and β4 < 2. Assume

(i) either a = 0, b > 0, c > 0, 1 < bρ̃2 + cρ̃1 and

d ≤ −b(bρ̃2 + cρ̃1)
β2

β4−β1 ρ2 − c(bρ̃2 + cρ̃1)
β1

β4−β1 ρ1;

(ii) or a > 0, b = 0, c > 0, 1 < aρ̃3 + cρ̃1 and

d ≤ −a(aρ̃3 + cρ̃1)
β3

β4−β1 ρ3 − c(aρ̃3 + cρ̃1)
β1

β4−β1 ρ1;



(iii) or a > 0, b > 0, c = 0, 1 < aρ̃3 + bρ̃2 and

d ≤ −a(aρ̃3 + bρ̃2)
β3

β4−β2 ρ3 − b(aρ̃3 + bρ̃2)
β2

β4−β2 ρ2.

Then all zeros of Q are in the open left half of C.

Proof. We have

h′2(ω) = ωβ1−1g2(ω)

where

g2(ω) = β4ω
β4−β1 sin

β4π

2
− aβ3ω

β3−β1 sin
β3π

2

− bβ2ω
β2−β1 sin

β2π

2
− cβ1 sin

β1π

2
.

Now for part (i), since a = 0, b > 0 and c > 0, we have

g2(ω) = ωβ2−β1

(
β4ω

β4−β2 sin
β4π

2
− bβ2 sin

β2π

2

)
− cβ1 sin

β1π

2

= c1ω
d1 + c2ω

d2 + c3

where c1 = β4 sin(β4π/2) > 0, c2 = −bβ2 sin(β2π/2) < 0,
c3 = −cβ1 sin(β1π/2) < 0, d1 = β4 − β1 and d2 = β2 − β1.
It is not difficult to check that d1 > d2 > 0. Thus, since

g′2(ω)=c1d1ω
d1−1+c2d2ω

d2−1=ωd2−1(c1d1ω
d1−d2+c2d2),

we can see that g′2(ω) > 0 for

ω > ω1 :=

(
−c2d2
c1d1

)1/(d1−d2)

and g′2(ω) < 0 for ω ∈ (0, ω1). Due to the facts that
g2(0) = c3 < 0 if β2 > β1, g2(0) = c2 + c3 < 0 if β2 = β1,
and limω→+∞ g2(ω) = +∞, g2 has exactly one root in
(0,∞). Therefore, h′2 also has exactly one root in (0,∞).
Furthermore, limω→0 h2(ω) = 0 and limω→∞ h2(ω) = ∞.
Thus, h2 also has exactly one root ω0 ∈ (0,∞).

Since bρ̃2 + cρ̃1 > 1, we have h2(1) < 0, so ω0 > 1.
Moreover, due to β3 > β2 > β1 > 0, we have

h2(ω)>ωβ4 sin
β4π

2
−
(
b sin

β2π

2
+ c sin

β1π

2

)
ωβ1

= ωβ1 sin
β4π

2

(
ωβ4−β1 − (bρ̃2 + cρ̃1)

)
for every ω > 1, and thus h2((bρ̃2 + cρ̃1)

1/(β4−β1)) > 0.
This implies that 1 < ω0 < (bρ̃2 + cρ̃1)

1/(β4−β1). Hence, in
view of eq. (9) and our assumption on the value of d,

h1(ω0) =−bωβ2

0 ρ2 − cωβ1

0 ρ1 − d

>−b(bρ̃2 + cρ̃1)
β2/(β4−β1)ρ2

− c(bρ̃2 + cρ̃1)
β1/(β4−β1)ρ1 − d

≥ 0

which completes the proof in case (i).

For cases (ii) and (iii), we proceed in the same way. 2

Proof of Theorem 2(b). As in (7), set h2(ω) = ℑQ(ωi).

Then, since ψk ∈ (0, 2), sin ψkπ
2 ≥ 0 for all k. Moreover,

β4 = α1 + α2 + α3 ≤ 3, and thus our assumption that
β4 ≥ 2 leads to sin β4π

2 ≤ 0. From max ck > min ck ≥ 0 we
then derive h2(ω) = ℑQ(ωi) < 0 for all ω > 0.

Now we return to the considerations leading up to the
proof of Lemma 9. Since Q(0) = −detA > 0, we may
assume ε to be sufficiently small so that ℜQ(s) > 0 for all
s ∈ γ3, Therefore, the curve Q(γ3) is entirely contained in
the open right half of C. Furthermore, since h2(ω) < 0
for ω > 0, the curve Q(γ1) is completely contained in
the open bottom half of C, and by the symmetry relation
Q(s̄) = Q(s), Q(γ4) lies in the open top half of C.

If the value R used in the definition of γ2 is sufficiently
large (which we may assume without loss of generality)
then Q(s) essentially behaves as sβ4 on the semicircle
γ2. Thus, as φ evolves from −π/2 to π/2 when we
proceed through the curve γ2, argQ(s) increases from
−β4π/2 < −π to β4π/2 > π. Combining this with the
other observations above, we see that Q(s) encirlces the
origin twice in counterclockwise direction, and therefore Q
has two zeros inside the region Cε,R and hence in the open
right half of C, so Theorem 1 implies the instability. 2

3.2 Inhomogeneous linear equations

For inhomogeneous linear systems with certain types of
forcing functions fk, one can prove that the stability
properties can be fully investigated solely on the basis of
the stability of the associated homogeneous system. The
fundamental result in this context reads as follows, see
Diethelm et al. (2023, Theorem 5.3).

Theorem 14. Consider the initial value problem (1) with
αk ∈ (0, 1] for all k and an arbitrarily chosen initial
condition xk(0) = x0k ∈ R (k = 1, 2, 3). Denote the forcing
function vector by f(t) = (f1(t), f2(t), f3(t))

T, set µ =
min{α1, α2, α3} and assume that all zeros of the associated
characteristic function Q (as defined in Theorem 1) are in
the open left half of the complex plane. Then we have:

(i) If f is bounded then the solution of the initial value
problem is also bounded.

(ii) If limt→∞ f(t) = 0 then the solution of the initial
value problem converges to 0 as t→ ∞.

(iii) If ∥f(t)∥ = O(t−η) as t → ∞ with some η > 0 then
the solution x of the initial value problem satisfies
∥x(t)∥ = O(t−ν) as t→ ∞ where ν = min{µ, η}.

It is thus essentially unnecessary to deal with the inhomo-
geneous case separately; all required stability results can
normally be obtained by investigating the corresponding
properties of the associated homogeneous system.

3.3 Autonomous nonlinear problems

The approach introduced for the two-dimensional case in
Diethelm et al. (2022, Theorem 5) allows to also apply
our findings to certain autonomous nonlinear differential
equation systems. However, while Theorem 14 deals with
inhomogeneous linear systems for arbitrary initial values,
we now have to restrict ourselves to initial values that are
sufficiently close to the equilibrium solution. The main re-
sult reads as follows (Diethelm et al., 2023, Theorem 5.5).

Theorem 15. Consider the initial value problem

Dαx(t) = Ax(t) + f(x(t)),
x(0) = x0,

}
(11)

where α = (α1, α2, α3) ∈ (0, 1]3, A is a constant (3 × 3)
matrix, and x0 ∈ R3. Let the function f : Ω → R3 with



0 ∈ Ω ⊂ R3 satisfy f(0) = 0 and fulfil a local Lipschitz
condition in a neighbourhood of the origin such that

lim
r→0

sup
0≤∥x∥,∥y∥<r, x ̸=y

∥f(x)− f(y)∥
∥x− y∥

= 0.

If all zeros of the characteristic function Q associated to
the matrix A as in Theorem 1 are in the open left half
of C, there exists δ > 0 such that, whenever ∥x0∥ < δ,
the unique global solution x of the problem (11) satisfies
∥x(t)∥ = O(t−ν) as t→ ∞ with ν = min{α1, α2, α3}.

4. A NUMERICAL EXAMPLE

We now take a look at a specfic example to demonstrate
the applicability of our results.

Example 16. Consider the system

D0.4x1(t) = x2(t)− x3(t) + f1(t),
D0.3x2(t) = 0.2x1(t) + f2(t),
D0.5x3(t) = 0.5x2(t) + f3(t),

 (12)

with

fk(t) =

{
1 if 0 ≤ t < 1,

t−2k if t ≥ 1

for k = 1, 2, 3. These forcing functions satisfy the condi-
tions of each of the three parts of Theorem 14 with η = 2 in
part (iii). The characteristic function of the homogeneous
system is Q(s) = s1.2−0.2s0.5+0.1, and thus all zeros of Q
lie in the open left half of the complex plane by Lemma 11.
Therefore, Theorem 14 allows us to deduce the asymptotic
stability of the inhomogeneous system.

The asymptotic stability of the solution is evident from
Figure 2 that shows a plot of the components of the
solution on the interval [0, 1000].

Fig. 2. Solution to differential equation (12) from Exam-
ple 16 with initial values (1,−2, 2)T. The horizontal
axis is plotted in a logarithmic scale.

Figure 3 exhibits the decay properties of the solution
components as stipulated by Theorem 14(iii). It turns out
that we need to look at a much longer interval than before
to really see the boundedness of tµx(t), especially for the
first component. Note that, in this example, η = 2 (in the
notation of Theorem 14), so ν = min{α1, α2, α3, η} = 0.3.

5. CONCLUSION

We have presented some necessary and some sufficient con-
ditions for the asymptotic stability of a three-dimensional

Fig. 3. The functions tνxj(t) with ν = 0.3 where the xj
are the solutions to the differential equation (12) from
Example 16 with initial values (1,−2, 2)T. The hor-
izontal axis has a logarithmic scale. The asymptotic
behavior predicted by Theorem 14(iii) is visible.

incommensurate homogeneous linear differential system
with Caputo derivatives, and we have demonstrated how
these results can be applied to obtain corresponding con-
ditions for inhomogeneous linear systems and for certain
types of autonomous nonlinear systems. Numerical exam-
ples are provided to illustrate the main theoretical results.

A number of questions remain open for the moment, e.g.
the case β4 ≥ 2 in Lemmas 11, 12 and 13 and the case when
the coefficients of the matrix do not satisfy the conditions
of any of the cases (1)–(20) in Subsection 3.1. We intend
to address these issues in our future work.
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