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1 Introduction

Stability and solution sensitivity of parametric optimization problems are among
central topics in optimization and variational analysis. They allow us to cap-
ture behaviors of the optimal value function and of the solution map when
parameters of the problem undergo perturbations. We refer the interested
reader to the book by Bonnans and Shapiro [4] for a systematic view on these
large topics.

Optimal value functions of parametric optimization problems are usually
nonsmooth, even if the problem is given by smooth data. Thus, in order to
obtain differential property of optimal value functions, one may need to eval-
uate generalized derivatives. As observed by Mordukhovich et al. [27], gen-
eralized derivatives can be sorted into two major types: directional deriva-
tives/tangential approximations in primal spaces and subdifferentials/normal
approximations in dual spaces. In some cases primal-space and dual-space con-
structions are equivalent. However, there are frameworks where the latter can-
not be obtained via duality/polarity from any primal-space approximations.
In this paper, we choose the dual-space approach to study generalized differ-
ential properties of optimal value functions. More precisely, in minimization
problems with fully convex inputs, optimal value functions are convex; hence
the subdifferential in the sense of convex analysis (the Moreau–Rockafellar
subdifferential or the Fenchel subdifferential) will be considered. Otherwise,
the Fréchet subdifferential (the regular subdifferential) and the Mordukhovich
subdifferential (the limiting subdifferential) will be taken into account. It is
worthy to emphasize that such a study on subdifferentials of optimal value
functions has a wide range of applications. In variational analysis, basic cal-
culus rules such as multiplier rules for constrained optimization problems,
chain/sum/product and quotient rules for subdifferentials of functions, or cal-
culus rules for coderivatives of compositions, sums and intersections of set-
valued maps can be derived from results of optimal value functions (see, e.g.,
[16,18,26,27,28,29]). In other fields, recent applications of optimal value func-
tions are found in Moreau–type infimal convolution problems [17], optimal
control problems of discrete/continuous/semilinear elliptic PDEs systems [36,
2,32], consumption/production economics [12], and robust deep learning with
nonsmooth activations [10, Section 5.4].

Qualification conditions are sufficient conditions for the validity of funda-
mental calculus rules in nonsmooth analysis. For example, in convex analysis,
the well-known Moreau–Rockafellar theorem provides us subdifferential sum
rules for two proper convex functions under the condition that one of these
functions is continuous at a point belonging to the domain of the other. Mean-
while, normal qualification conditions stated in terms of normal cones or metric
qualification conditions formulated by means of the distance function ensure
intersection rules for normal cones of nonconvex subsets. Metric qualification
conditions were first studied and developed in a series of papers by Ioffe, Penot,
Jourani, and Thibault [14,16,18,19] mainly to deal with subsets, functions, and
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set-valued maps between Banach spaces in the approximate theory pioneered
by Ioffe in the late 1980s. Though there were certain observations therein for
the limiting theory introduced earlier by Mordukhovich [22], it was in 2001
that Ngai and Théra [29] brought clearly the metric approach to study inter-
section rules for the Mordukhovich normal cone in Asplund spaces. Namely,
by using the fuzzy sum rule for the Fréchet subdifferential, they showed that
the metric qualification condition is generally weaker than the normal qual-
ification condition used previously in [28, Corollary 4.5]. Then, they utilized
this to establish chain rules for composite functions and necessary optimality
conditions for non-Lipschitz constrained optimization problems.

Motivated by the above-mentioned work of Ngai and Théra, we devote
this paper to examine the performance of metric qualification conditions in
studying subdifferentials of optimal value functions of constrained parametric
optimization problems. Upper estimates for the Fréchet/Mordukhovich subdif-
ferentials and exact representations for the Moreau–Rockafellar subdifferential
of the optimal value function are given in terms of subdifferentials of the objec-
tive function and coderivatives of the constraint map. We follow a conventional
approach which transfers the constrained problem to an unconstrained one so
that subdifferentials of the optimal value function can be estimated/computed
via subdifferentials of the sum function formed by the objective and the con-
straint. Among other things, our novel contribution is decomposing the latter
into corresponding subdifferentials of the objective function and coderivatives
of the constraint map under a “good” qualification condition. The chosen qual-
ification condition is (A1) or (A2) for problems without assuming convexity
and is (A1) or (Â1) for problems with convex inputs, and its variants (see Sec-
tion 4 below). All of these conditions are described geometrically via distance
functions to the epigraph of the objective function and to the graph of the
constraint map. In the first situation, (A1) and (A2) are “good” in the sense
that they are weaker than the existing one (A0), which is a normal qualifi-
cation condition in the well-recognized work of Mordukhovich et al. (see [27,
Theorem 7 (i) and (ii)] and [28, Section 6.1]), under the framework of Asplund
spaces. In the second situation, it turns out that conditions (A1) and (Â1)
can perform well without requiring the completeness of underlying spaces, the
closedness of the constraint map, and the lower semicontinuity of the objective
function, which were assumed in the very recent work by An and Jourani [1].
Full descriptions of results and other comparisons on subdifferentials of op-
timal value functions will be given in Section 4, followed by applications in
deriving chain rules for composite functions in Section 5.

Technically, the results in Sections 4 and 5 mainly come from the ones in
Section 3 where we revisit intersection rules for the Fréchet/Mordukhovich
normal cones and the normal cone in the sense of convex analysis using the
metric spirit in the approximate theory. Note that approximate constructions
(A-subdifferential, G-subdifferential, G-normal cone)1 are quite different from

1 According to Ioffe [15, p. 534], the notations “A” and “G” stands respectively for “an-
alytic” and “geometric”.
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those in the limiting theory when the underlying space is not weakly compact
generated ; see, Mordukhovich and Shao [28, Section 9]. Thus, the results in
Section 3 for the Mordukhovich normal cone cannot be derived from existing
ones in the approximate theory. This conclusion is valid also for the normal
cone in the sense of convex analysis, because the latter will be treated as a
consequence of our new study on the Fréchet normal cone, rather than of
approximate calculus.

The remaining of the paper is as follows. In Section 2, concepts of normal
cones to sets, subdifferentials of extended-real-valued functions, and coderiva-
tives of set-valued maps are presented. In the next section, basic properties
of the distance function are recalled and intersection rules for normal cones
under metric qualification conditions are studied. Section 4 contains three
subsections, corresponding to results for the Fréchet/Mordukhovich/Moreau–
Rockafellar subdifferentials of optimal value functions. The paper ends with
chain rules for composite functions in Section 5, as an application of the results
in Section 4.

2 Preliminaries

Throughout the paper, the topological dual spaces of normed spaces (X, ‖·‖X)
and (Y, ‖ · ‖Y ) are denoted, respectively, by X∗ and Y ∗. For each x∗ ∈ X∗ and
x ∈ X, 〈x∗, x〉 stands for the value of the continuous linear functional x∗ at x.
We use B(x, r) and BX∗ to denote the open ball centered at x with radius r > 0
and the closed unit ball of X∗, respectively. The notation x∗k → x∗ means the
norm convergence to x∗ of the sequence {x∗k}k∈N with N := {1, 2, ....}, while

x∗k
w∗−−→ x∗ indicates the convergence to x∗ of {x∗k}k∈N, in the weak∗ topology

of X∗. For a set-valued map F : X ⇒ X∗, the limiting construction

Limsup
x→x̄

F (x) :=
{
x∗ ∈ X∗ |∃xk→ x̄, x∗k

w∗−−→ x∗ with x∗k ∈ F (xk),∀k ∈ N
}

is known as the Painlevé-Kuratowski outer/upper limit of F as x → x̄ with
respect to the norm topology of X and the weak∗ topology of X∗.

This section contains main materials on generalized differentiation widely
used in what follows. Those are normal cones to sets, subdifferentials of extended-
real-valued functions, and coderivatives of set-valued maps under settings
adopted from the book by Penot [31]. Thus, unless otherwise stated, all the
considered spaces in this paper are assumed to be normed spaces. For a system-
atical treatment on generalized differentiation in Banach spaces, the interested
reader is referred to the book by Mordukhovich [23].

Let us start with the concepts of normal cones to sets.

Definition 2.1 (See [31, Definition 2.96]) Let Ω ⊂ X be a nonempty set and
let x̄ ∈ X. The Fréchet normal cone or the regular normal cone to Ω at x̄ is
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defined by

NF (x̄;Ω) :=
{
x∗ ∈ X∗ | ∀ε > 0,∃δ > 0 such that

〈x∗, x− x̄〉 ≤ ε‖x− x̄‖,∀x ∈ Ω ∩ B(x̄, δ)
}

if x̄ ∈ Ω, and by NF (x̄;Ω) := ∅ if x̄ 6∈ Ω.

When the set Ω is convex, one can show that NF (x̄;Ω) coincides with the
normal cone in the sense of convex analysis described below ([31, Exercise 6,
p. 174]).

Definition 2.2 (See [31, Definition 2.95]) Let Ω ⊂ X be a nonempty convex
set and let x̄ ∈ X. The normal cone in the sense of convex analysis to Ω at x̄
is defined by

N(x̄;Ω) := {x∗ ∈ X∗ | 〈x∗, x− x̄〉 ≤ 0, ∀x ∈ Ω}

if x̄ ∈ Ω, and by N(x̄;Ω) := ∅ if x̄ 6∈ Ω.

When X is an Asplund space, i.e., a Banach space that every continuous
convex function defined on an open convex subset W of X is Fréchet differen-
tiable on a dense Gδ subset D of W ([31, Definition 3.96]), the concept of the
normal cone is given as follows.

Definition 2.3 (See [31, Definition 6.5]) Let X be an Asplund space, Ω ⊂ X
a nonempty set, and x̄ ∈ X. The Mordukhovich normal cone or the limiting
normal cone to Ω at x̄ is given by

NM (x̄;Ω) := Limsup
x→x̄

NF (x;Ω)

when x̄ ∈ Ω, and by NM (x̄;Ω) := ∅ when x̄ 6∈ Ω.

For any x̄ ∈ Ω, by Definitions 2.1 and 2.3, it holds that x∗ ∈ NM (x̄;Ω) if

and only if there exist xk
Ω−→ x̄ (i.e., xk → x̄ with xk ∈ Ω for all k), x∗k

w∗−−→ x∗

such that x∗k ∈ NF (xk;Ω), for all k ∈ N. So one always has

NF (x̄;Ω) ⊂ NM (x̄;Ω), (2.1)

and this inclusion may be strict. For example, take X := R2,

Ω := {(x1, x2) ∈ R2 | x2 ≥ − |x1|},

and x̄ := (0, 0). Then NF (x̄;Ω) = {(0, 0)} and

NM (x̄;Ω) = {(v, v) | v ≤ 0} ∪ {(v,−v) | v ≥ 0};

see, e.g., [23, pages 5 and 7]. Note also from this example that the Mor-
dukhovich normal cone NM (x̄;Ω) may be nonconvex. There is one situa-
tion that the above-mentioned inclusion becomes an equality and the Mor-
dukhovich normal cone is convex, that is when the set Ω is convex. In this
case, we have

NM (x̄;Ω) = NF (x̄;Ω) = N(x̄;Ω);
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see [31, Excercise 6, p.174 and Proposition 6.6].

Before presenting concepts of subdifferentials of an extended-real-valued
function f : X → R := R ∪ {−∞,+∞}, we recall that the domain and
epigraph of f are given, respectively, by dom f := {x ∈ X | f(x) ∈ R} and
epi f := {(x, α) ∈ X × R | α ≥ f(x)}.

Definition 2.4 (See [31, Definition 4.1 and Proposition 4.18]) Let f : X → R
and x̄ ∈ X be given. Suppose that f(x̄) is finite. The Fréchet subdifferential
or the regular subdifferential ∂F f(x̄) and the Fréchet singular subdifferential
or the regular singular subdifferential ∂∞F f(x̄) of f at x̄ are the sets

∂F f(x̄) :=
{
x∗ ∈ X∗ | ∀ε > 0,∃δ > 0 such that

f(x)− f(x̄)− 〈x∗, x− x̄〉 ≥ −ε‖x− x̄‖,∀x ∈ B(x̄, δ)
}
,

∂∞F f(x̄) := {x∗ ∈ X∗ | (x∗, 0) ∈ NF ((x̄, f(x̄)); epi f)}.

When f(x̄) ∈ {−∞,+∞}, one sets ∂F f(x̄) := ∂∞F f(x̄) := ∅.

If f is Fréchet differentiable at x̄, then ∂F f(x̄) = {f ′(x̄)}. However, the
situation that ∂F f(x̄) is singleton does not mean that f is Fréchet differen-
tiable at x̄ as shown in [31, Example p. 266]. Concerning the Fréchet singular
subdifferential, it is worthy to notice that ∂∞F f(x̄) always contains 0 though
∂F f(x̄) can be empty, as the case when f(x) := −|x | with x ∈ R and x̄ := 0.
However, in some situations, both ∂F f(x̄) and ∂∞F f(x̄) are nontrivial. An il-
lustrative example [31, Example p. 276] for this is when X := R, f(x) := x if
x < 0 and f(x) :=

√
x if x ≥ 0, and x̄ := 0. Here one has ∂F f(x̄) = [1,+∞)

and ∂∞F f(x̄) = [0,+∞).

If f is convex, then the concept of the Fréchet subdifferential collapses to
the subdifferential usually used in convex analysis that we are about to recall.

Definition 2.5 Let f : X → R be a convex function and x̄ ∈ X. Suppose
that f(x̄) is finite. The Moreau–Rockafellar subdifferential or the Fenchel sub-
differential or the subdifferential in the sense of convex analysis ∂MRf(x̄) of f
at x̄ is given by

∂MRf(x̄) := {x∗ ∈ X∗ | 〈x∗, x− x̄〉 ≤ f(x)− f(x̄),∀x ∈ X},

while the singular subdifferential ∂∞f(x̄) of f at x̄ is defined by

∂∞f(x̄) := {x∗ ∈ X∗ | (x∗, 0) ∈ N((x̄, f(x̄)); epi f)}.

One puts ∂MRf(x̄) := ∂∞f(x̄) := ∅ if f(x̄) ∈ {−∞,+∞}.

Corresponding to the concept of Mordukhovich cone to sets, one has the
following concepts of subdifferentials of functions defined on Asplund spaces.
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Definition 2.6 (See [31, Definition 6.1]) Let f : X → R be a function defined
on an Asplund space X and x̄ ∈ X. Suppose that f(x̄) is finite. The set

∂Mf(x̄) := Limsup

x
f−→x̄

∂F f(x),

where x
f−→ x̄ means that x → x̄ and f(x) → f(x̄), is said to be the Mor-

dukhovich subdifferential or the limiting subdifferential of f at x̄. The set

∂∞Mf(x̄) := {x∗ ∈ X∗ | (x∗, 0) ∈ NM ((x̄, f(x̄)); epi f)}

is called the Mordukhovich singular subdifferential of f at x̄. When x̄ ∈ X is
such that f(x̄) ∈ {−∞,+∞}, one lets ∂Mf(x̄) := ∂∞Mf(x̄) := ∅.

From the definition of the Mordukhovich subdifferential, it follows that, for

any x̄ ∈ X with f(x̄) ∈ R, x∗ ∈ ∂Mf(x̄) if and only if there exist xk
f−→ x̄

and x∗k ∈ ∂F f(xk) such that x∗k
w∗−−→ x∗. Thus, one always has

∂F f(x̄) ⊂ ∂Mf(x̄). (2.2)

The above inclusion is often strict and ∂Mf(x̄) may be nonconvex (see [31,
Example, p. 408]). Similarly, it follows from the definition of singular subdif-
ferentials and the relation (2.1) that

∂∞F f(x̄) ⊂ ∂∞Mf(x̄). (2.3)

Notice that this inclusion can be strict. For example, let f : R → R be given
as [23, p. 95]

f(x) =

{
−
√
x− 1

n , if 1
n ≤ x <

1
n + 1

n4 , n ∈ N,
0, otherwise.

In this case, ∂F f(0) = ∂Mf(0) = ∂∞F f(0) = {0}, while ∂∞Mf(0) = (−∞, 0].

Recall that the function f is Lipschitz continuous around x̄ (cf. [23, p. 19])
if there is a neighborhood U of x̄ and a constant ` ≥ 0 such that

‖f(x)− f(u)‖ ≤ `‖x− u‖, ∀x, u ∈ U.

Meanwhile, f is calm at x̄ (cf. [34, p. 322]) if for some ` ≥ 0 and a neighborhood
U of x̄, one has ‖f(x) − f(x̄)‖ ≤ `‖x − x̄‖ for all x ∈ U. The Mordukhovich
singular subdifferential occurs to be useful for the study of non-Lipschitzian
functions, since ∂∞Mf(x̄) = {0} if f is Lipschitz continuous around x̄ (see [23,
Corollary 1.81]). In addition, it can be utilized in establishing appropriate qual-
ification conditions for subdifferential calculus rules involving non-Lipschitzian
functions as in [23, Chapter 3]. While, the construction of the Fréchet singular
subdifferential carries nontrivial information for functions that do not satisfy
the calmness property (and hence the Lipschitz continuous property). Because
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when f satisfies the calmness condition at x̄, the Fréchet singular subdiffer-
ential reduces to {0} (see [20, Corollary 1.31.2]). Besides, the Fréchet normal
cone to epigraph of a function f at (x̄, f(x̄)) is completely defined by the sets
of Fréchet subdifferential ∂F f(x̄) and Fréchet singular subdifferential ∂∞F f(x̄)
(see [20, Corollary 1.31.2] and [31, Propositions 4.18]).

If f is convex, the Fréchet subdifferential, the Mordukhovich subdifferential
and the Moreau-Rockafellar subdifferential coincide (see [31, Propositions 4.9
and 6.17(b)]), i.e., ∂F f(x̄) = ∂Mf(x̄) = ∂MRf(x̄).

Recall from [31, Subsections 3.2.1, 4.1.3, and 6.1.1] that concepts of normal
cones to sets and subdifferentials of functions can be linked across. Namely, it
holds for any x̄ ∈ Ω ⊂ X that

NF (x̄;Ω) = ∂F δΩ(x̄) = ∂∞F δΩ(x̄),

N(x̄;Ω) = ∂MRδΩ(x̄) = ∂∞δΩ(x̄),

and that

NM (x̄;Ω) = ∂MδΩ(x̄) = ∂∞M δΩ(x̄)

when X is an Asplund space. Here, δΩ : X → R ∪ {+∞} stands for the
indicator function associated with the set Ω, i.e., the function that takes the
value 0 on Ω and the value +∞ on X \Ω. Besides, for a function f : X → R
and x̄ with f(x̄) ∈ R, one has that

x∗ ∈ ∂F f(x̄)⇔ (x∗,−1) ∈ NF ((x̄, f(x̄)); epi f),

x∗ ∈ ∂MRf(x̄)⇔ (x∗,−1) ∈ N((x̄, f(x̄)); epi f), (2.4)

and that ([31, Proposition 6.9])

x∗ ∈ ∂Mf(x̄)⇔ (x∗,−1) ∈ NM ((x̄, f(x̄)); epi f) (2.5)

when X is an Aslund space and f is a lower semicontinuous function.

Let F : X ⇒ Y be a set-valued map between normed spaces. The domain
and graph of F are given, respectively, by domF := {x ∈ X | F (x) 6= ∅} and
GrF := {(x, y) ∈ X×Y | x ∈ domF, y ∈ F (x)}. One says that the set-valued
map F is closed (resp., convex ) if GrF is closed (resp., convex) in the product
space X × Y , which is endowed with the norm ‖(x, y)‖ = ‖x‖ + ‖y‖ for any
(x, y) ∈ X × Y .

Definition 2.7 (See [31, Definitions 4.24 and 6.13]) Let (x̄, ȳ) ∈ GrF .

(i) The Fréchet coderivative of F at (x̄, ȳ) is the set-valued map D∗FF (x̄, ȳ) :
Y ∗ ⇒ X∗ with

D∗FF (x̄, ȳ)(y∗) := {x∗ ∈ X∗ | (x∗,−y∗) ∈ NF ((x̄, ȳ); GrF )} , y∗ ∈ Y ∗.
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(ii) When F is convex, the coderivative of F at (x̄, ȳ) is the set-valued map
D∗F (x̄, ȳ) : Y ∗ ⇒ X∗ with

D∗F (x̄, ȳ)(y∗) := {x∗ ∈ X∗ | (x∗,−y∗) ∈ N((x̄, ȳ); GrF )} , y∗ ∈ Y ∗.

(iii) When X and Y are Asplund spaces, the Mordukhovich coderivative or
the limiting coderivative of F at (x̄, ȳ) is the set-valued map D∗MF (x̄, ȳ) :
Y ∗ ⇒ X∗ with

D∗MF (x̄, ȳ)(y∗) := {x∗ ∈ X∗ | (x∗,−y∗) ∈ NM ((x̄, ȳ); GrF )} , y∗ ∈ Y ∗.

If (x̄, ȳ) /∈ GrF then we accept the convention that the sets D∗FF (x̄, ȳ)(y∗),
D∗F (x̄, ȳ)(y∗) and D∗MF (x̄, ȳ)(y∗) are empty for any y∗ ∈ Y ∗.

3 Metric qualification conditions and intersection rules for
normal cones

Qualification conditions play vital roles in deriving intersection rules for nor-
mal cones, both in convex and nonconvex analysis. In this section, we will
discuss qualification conditions which are formulated in terms of distance func-
tions. Thus, let us first recall the concept of the distance function and relevant
properties. Given a nonempty subset Ω of a normed space X, the distance
function to Ω is defined by

d(x,Ω) := inf
u∈Ω
‖x− u‖, x ∈ X.

Clearly, d(·, Ω) : X → R is Lipschitz continuous with modulus one. Besides, it
is a convex function if Ω is a convex set (see, e.g., [9, Section 2.4]). Moreover,
at points inside the set Ω, subdifferentials of d(·, Ω) can be represented via
corresponding normal cones and vice versa, as depicted below.

Proposition 3.1 (See [31, Lemma 4.21]; see also [23, Corollary 1.96] for a
version formulated for Banach spaces.) For any x̄ ∈ Ω, one has

(i) ∂F d(x̄, Ω) = NF (x̄;Ω) ∩ BX∗ ;
(ii) NF (x̄;Ω) =

⋃
λ≥0

λ∂F d(x̄, Ω).

When the set Ω is convex, relationships between the Moreau–Rockafellar
subdifferential of the distance function and the normal cone are known, see,
e.g., [8, Proposition 11], [13, Lemma 3] and [1, Proposition 1] for the case
of X being a Banach space, [7, Theorem 1] and [4, Example 2.130] with Ω
being closed in a normed/Banach space. However, by applying directly Propo-
sition 3.1 to the convex set Ω and the convex function d(·, Ω), we can obtain
the next proposition under the normed space setting without the closedness
of Ω.

Proposition 3.2 Suppose that Ω is convex. Then we have, for any x̄ ∈ Ω,
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(i) ∂MRd(x̄, Ω) = N(x̄;Ω) ∩ BX∗ ;
(ii) N(x̄;Ω) =

⋃
λ≥0

λ∂MRd(x̄, Ω).

For the limiting case, only a similar version to the second representation
in the above two propositions has been obtained.

Proposition 3.3 (See [29, Lemma 3.6], [23, Theorem 1.97], and [31, Proposi-
tion 6.8].) Suppose that X is an Asplund space and Ω is closed. Then, one has

NM (x̄;Ω) =
⋃
λ>0

λ∂Md(x̄, Ω)

for any x̄ ∈ Ω.

We will need the next two propositions when deriving intersection rules for
normal cones via metric qualification conditions.

Proposition 3.4 (See [31, Lemma 6.7]) Suppose that X is an Asplund space,
Ω is closed, and x̄ ∈ Ω. Then x∗ ∈ ∂Md(x̄, Ω) if and only if there exist

sequences xn → x̄, x∗n
w∗−−→ x∗ such that xn ∈ Ω and x∗n ∈ ∂F d(xn, Ω) for all

n ∈ N.

The following property has been observed in [29, Lemma 3.6] under the
assumption that X is a Banach space and the set Ω is closed. However, we find
that this result is actually true for any nonempty set in a normed space. For the
reader’s convenience, we include the proof with several detailed explanations
added.

Proposition 3.5 Let Ω be a nonempty subset of a normed space X and let
x̄ ∈ Ω. If x∗ ∈ NF (x̄;Ω), then x∗ ∈ λ∂F d(x̄, Ω) for all λ ≥ ‖x∗‖+ 1.

Proof Take 1 > ε > 0. Since x∗ ∈ NF (x̄;Ω), by the definition of the Fréchet
normal cone, there exists δ > 0 satisfying 〈x∗, x − x̄〉 ≤ ε‖x − x̄‖ for all
x ∈ Ω ∩ B(x̄, δ). Fix an x ∈ B(x̄, δ/2) (i.e., ‖x − x̄‖ < δ/2) and let {xn} be a
sequence in Ω such that lim

n→∞
‖xn − x‖ = d(x,Ω). Since x̄ ∈ Ω, we must have

d(x,Ω) ≤ ‖x− x̄‖ < δ/2. Thus, with no loss of generality, we may assume that
‖xn−x‖ < δ/2 for all n. It then turns out that ‖xn−x̄‖ < δ (i.e., xn ∈ B(x̄, δ))
for all n ∈ N. Therefore, we obtain

〈x∗, x− x̄〉 = 〈x∗, x− xn〉+ 〈x∗, xn − x̄〉
≤ ‖x∗‖‖x− xn‖+ ε‖xn − x̄‖
≤ (‖x∗‖+ 1‖)‖xn − x‖+ ε‖x− x̄‖

for all n ∈ N. Letting n→∞ in the last relation, we obtain

〈x∗, x− x̄〉 ≤
(
‖x∗‖+ 1‖

)
d(x,Ω) + ε‖x− x̄‖,

which together with λ ≥ ‖x∗‖+1 implies 〈x∗/λ, x−x̄〉 ≤ d(x,Ω)+ε‖x−x̄‖. As
this inequality holds for an arbitrary x ∈ B(x̄, δ/2), we get x∗ ∈ λ∂F d(x̄, Ω).
This completes the proof. ut
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The qualification conditions (Q1) and (Q2) below are key factors for the
main results of this paper. They have appeared in the literature under several
different names. For instance, Ngai and Théra called (Q1) the metric inequality
in [29], while Penot named it the linear coherence condition in [31, Theorems
4.75 and 6.41]). The condition (Q2) was referred to as the intersection formula
by Jourani in [18]. Due to their metric nature of distance functions, we group
them as metric qualification conditions.

Definition 3.1 Let C and D be two nonempty sets in X and x̄ ∈ C ∩D. We
say that

(i) the sets C and D satisfy the metric qualification condition (Q1) at x̄ if
there exist two numbers a > 0 and r > 0 such that

d(x,C ∩D) ≤ ad(x,C) + ad(x,D), ∀x ∈ B(x̄, r); (Q1)

(ii) the sets C and D satisfy the metric qualification condition (Q2) at x̄ for
∂ ∈ {∂F , ∂MR, ∂M} if there exists a number a > 0 such that

∂d(x̄, C ∩D) ⊂ a∂d(x̄, C) + a∂d(x̄, D). (Q2)

Let us discover some relationships between (Q1) and (Q2). We first need
the following lemma on a local behavior of the Fréchet subdifferential. In the
general case, this property is called homotone (see [30, Definition 2.1] and [31,
Proposition 4.11]).

Lemma 3.1 Let f, g : X → R and x̄ ∈ X be such that f(x̄) = g(x̄) ∈ R. Then
∂F f(x̄) ⊂ ∂F g(x̄) if there exists some ρ > 0 satisfying

f(x) ≤ g(x), ∀x ∈ B(x̄, ρ). (3.1)

Proof Let x∗ ∈ ∂F f(x̄). Then, for every ε > 0, there exists δ > 0 such that

f(x)− f(x̄)− 〈x∗, x− x̄〉 ≥ −ε‖x− x̄‖, ∀x ∈ B(x̄, δ).

Choose η := min(ρ, δ). Then, it holds for any x ∈ B(x̄, η) that

f(x) ≥ f(x̄) + 〈x∗, x− x̄〉 − ε‖x− x̄‖.

This together with (3.1) implies

g(x) ≥ f(x̄) + 〈x∗, x− x̄〉 − ε‖x− x̄‖ ∀x ∈ B(x̄, η).

Now since f(x̄) = g(x̄), one gets

g(x) ≥ g(x̄) + 〈x∗, x− x̄〉 − ε‖x− x̄‖ ∀x ∈ B(x̄, η).

This proves that x∗ ∈ ∂F g(x̄). ut

Proposition 3.6 Let C and D be subsets of an Asplund X. Suppose that the
set C ∩D is closed. Then, the metric qualification condition (Q1) implies the
metric qualification condition (Q2) for ∂ = ∂M .
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Proof Suppose that (Q1) is fulfilled at x̄ ∈ C ∩D. Take x∗ ∈ ∂Md(x̄, C ∩D)

arbitrarily. By Proposition 3.4, there exist xn → x̄, x∗n
w∗−−→ x∗ such that

xn ∈ C ∩ D and x∗n ∈ ∂F d(xn, C ∩ D) for all n ∈ N. Since xn → x̄, one
can assume that xn ∈ B(x̄, r/2) for every n ∈ N, where r > 0 is the number
in (Q1). Fix n ∈ N. For any x ∈ B(xn, r/2), one has

‖x− x̄‖ = ‖x− xn + xn − x̄‖ ≤ ‖x− xn‖+ ‖xn − x̄‖ < r,

which shows that x ∈ B(x̄, r); and hence B(xn, r/2) ⊂ B(x̄, r). Therefore,
condition (Q1) implies

d(x,C ∩D) ≤ ad(x,C) + ad(x,D), ∀x ∈ B
(
xn, r/2

)
.

Notice that d(xn, C ∩D) = ad(xn, C) + ad(xn, D) = 0 as xn ∈ C ∩D. Now,
applying Lemma 3.1 with f(·) := d(·, C ∩D) and g(·) := ad(·, C) + ad(·, D) at
xn, we get ∂F d(xn, C∩D) = ∂F f(xn) ⊂ ∂F g(xn). Thus, we have x∗n ∈ ∂F g(xn)

for every n ∈ N. This together with the facts xn → x̄ and x∗n
w∗−−→ x∗ imply

x∗ ∈ ∂Mg(x̄). As x∗ ∈ ∂Md(x̄, C∩D) is taken arbitrarily, we have derived that

∂Md(x̄, C ∩D) ⊂ ∂Mg(x̄). (3.2)

Moreover, as d(·, C) and d(·, D) are Lipschitz continuous, by Proposition 6.17(d)
and Theorem 6.22 in [31], we obtain

∂Mg(x̄) = ∂M [ad(·, C) + ad(·, D)](x̄) ⊂ a∂Md(x̄, C) + a∂Md(x̄, D). (3.3)

Combining (3.2) and (3.3) yields ∂Md(x̄, C ∩D) ⊂ a∂Md(x̄, C) + a∂Md(x̄, D),
which means that (Q2) is satisfied at x̄ for ∂ = ∂M . ut

The above relationship between (Q1) and (Q2) also holds for the case of
the Moreau–Rockafellar subdifferential.

Proposition 3.7 Suppose that C and D are convex. Then, the metric qual-
ification condition (Q1) implies the metric qualification condition (Q2) for
∂ = ∂MR.

Proof Suppose that the condition (Q1) is satisfied at x̄ ∈ C ∩ D. Let us fix
arbitrarily x∗ ∈ ∂MRd(x̄, C ∩D). By the definition of the Moreau–Rockafellar
subdifferential, one has

〈x∗, x− x̄〉 ≤ d(x,C ∩D)− d(x̄, C ∩D) = d(x,C ∩D), ∀x ∈ X.

By using the condition (Q1), the last relation implies

〈x∗, x− x̄〉 ≤ ad(x,C) + ad(x,D), ∀x ∈ B(x̄, r),

or, equivalently, 0 ≤ ad(x,C)+ad(x,D)+〈−x∗, x−x̄〉, for all x ∈ B(x̄, r). This
shows that x̄ is a local minimizer of the function mapping f defined on X by
f(x) := ad(x,C) + ad(x,D) + 〈−x∗, x− x̄〉. Since ad(·, C), ad(·, D) are convex
(due to the convexity of C, D) and 〈−x∗, · − x̄〉 is an affine function, f(·) is
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convex. Thus, we can conclude that x̄ is a global minimizer of f(·). So, the
optimality characterization in [31, Proposition 3.21] yields 0 ∈ ∂MRf(x̄). From
this and applying the sum rule in [31, Theorem 3.39] for the convex functions
ad(·, C), ad(·, D) and 〈−x∗, ·−x̄〉, we get 0 ∈ a∂MRd(x̄, C)+a∂MRd(x̄, D)−x∗.
In other words, x∗ ∈ a∂MRd(x̄, C) + a∂MRd(x̄, D). From this it follows that

∂MRd(x̄, C ∩D) ⊂ a∂MRd(x̄, C) + a∂MRd(x̄, D).

This turns out to be the condition (Q2) at x̄ for ∂ = ∂MR. ut

The next example illustrates the relationship between (Q1) and (Q2) in
Propositions 3.6 and 3.7. The setting of this example originates from [31,
Exercise 7, p. 430] but with different purposes.

Example 3.1 Let (W, ‖ · ‖W ) be a normed space and let X := W × R be the
product space of X and R equipped with the norm ‖x‖X := ‖w‖W + |α|
for any x := (w,α) ∈ W × R. Note that X is infinite-dimensional if and
only if W is infinite-dimensional. Besides, (X, ‖ · ‖X) is a Banach space or an
Asplund space if and only if so is (W, ‖ · ‖W ). Consider two convex subsets of
X, C := {0W }×R− and D := {0W }×R+, where R− (resp., R+) denotes the
set of nonpositive (resp., nonnegative) real numbers. We will show that both
condition (Q1) and (Q2) are satisfied at x̄ := (0W , 0R) ∈ C ∩D = {(0W , 0R)}.
Indeed, for each x = (w,α) ∈ X, by direct computations, we have

d(x,C ∩D) = ‖w‖W + |α|,

d(x,C) = ‖w‖W + max{0, α} and d(x,D) = ‖w‖W + max{0,−α}.

Thus, it holds that, for any x = (w,α) ∈ X,

d(x,C ∩D) = ‖w‖W + |α| ≤ 2‖w‖W + |α| = d(x,C) + d(x,D).

It follows that (Q1) is fulfilled at x̄ with a = 1 and an arbitrary r > 0. Besides,
thanks to the convexity of C and D, [31, Proposition 4.36] and [35, Section 4.6],
it is not hard to show that

∂Md(x̄, C ∩D) = ∂F d(x̄, C ∩D) = ∂MRd(x̄, C ∩D) = BW∗ × [−1, 1],

∂Md(x̄, C) = ∂F d(x̄, C) = ∂MRd(x̄, C) = BW∗ × [0, 1],

and

∂Md(x̄, D) = ∂F d(x̄, D) = ∂MRd(x̄, D) = BW∗ × [−1, 0].

So, we have

∂MRd(x̄, C ∩D) = BW∗ × [−1, 1] ⊂ 2BW∗ × [−1, 1]

= ∂MRd(x̄, C) + ∂MRd(x̄, D),

which shows the validity of (Q2) at x̄ with a = 1 for ∂ = ∂MR. Consequently,
(Q2) is satisfied at x̄ for both ∂ = ∂M and for ∂ = ∂F by virtue of the fact
that the distance functions d(·, C), d(·, D) and d(·, C ∩D) are convex.
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Remark 3.1 Proposition 3.7 is not a special case of Proposition 3.6, although
when C and D are convex, the Mordukhovich subdifferential and the Moreau–
Rockafellar subdifferential of the distance functions d(·, C), d(·, D), d(·, C ∩D)
coincide. Namely, in the convex case, X can be a normed space while C ∩D
is not necessarily closed.

Remark 3.2 The proof schemes of Propositions 3.6 and 3.7 are not applicable
to the case of the Fréchet subdifferential. Thus, it is still mysterious to us
whether or not the condition (Q1) implies (Q2) for ∂ = ∂F .

The following characterization of the metric qualification condition (Q1)
was given in the recent paper [1] by An and Jourani for the convex case. A
sufficient condition for (Q1), which is established in terms of alliedness for
a general case without assuming the convexity, can be found in [31, Theo-
rem 6.44]. At the end of this section, we will present another sufficient condi-
tion for (Q1), for the purpose of connecting different qualification conditions
ensuring intersection rules for normal cones.

Proposition 3.8 (See [1, Proposition 2].) Suppose that X is a Banach space
and the sets C, D are closed and convex. Then the metric qualification condi-
tion (Q1) is satisfied at x̄ ∈ C ∩D if and only if there exists s > 0 with

∂MRd(x,C ∩D) ⊂ a∂MRd(x,C) + a∂MRd(x,D), ∀x ∈ C ∩D ∩ B(x̄, s).

We now present intersection rules for normal cones under the metric qual-
ification conditions (Q1) and (Q2) in both convex and nonconvex cases.

Theorem 3.1 Suppose that X is an Asplund space and the sets C and D are
closed. If the condition (Q2) is satisfied at x̄ ∈ C ∩D for ∂ = ∂M , then

NM (x̄;C ∩D) ⊂ NM (x̄;C) +NM (x̄;D). (3.4)

Proof Suppose that the condition (Q2) is fulfilled at x̄ ∈ C ∩D for ∂ = ∂M .
Let x∗ ∈ NM (x̄;C ∩D). On the one hand, by Proposition 3.3, we have

NM (x̄;C ∩D) =
⋃
λ>0

λ∂Md(x̄, C ∩D).

So, x∗ = λu∗ for some λ > 0 and u∗ ∈ ∂Md(x̄, C ∩ D). On the other hand,
by (Q2), we get u∗ ∈ a∂Md(x̄, C) + a∂Md(x̄, D). Thus,

x∗ = λu∗ ∈ λa∂Md(x̄, C) + λa∂Md(x̄, D).

This means that there exist x∗1 ∈ ∂Md(x̄, C) and x∗2 ∈ ∂Md(x̄, D) satisfying
x∗ = λax∗1 +λax∗2. Note that as λa > 0, x∗1 ∈ ∂Md(x̄, C), and x∗2 ∈ ∂Md(x̄, D),
Proposition 3.3 implies that λax∗1 ∈ NM (x̄;C) and λax∗2 ∈ NM (x̄;D). Thus,
the above representation of x∗ yields x∗ ∈ NM (x̄;C)+NM (x̄;D), which verifies
(3.4). ut
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The next theorem on the upper estimate (3.4) for the Mordukhovich normal
cone NM (x̄;C ∩D) under the condition (Q1) is a straightforward consequence
of Proposition 3.6 and Theorem 3.1. It appeared in [31, Theorem 6.41] and
in [29, Theorem 3.8, (i) implies (iii)] by more direct proofs and by using the
fuzzy sum rule for the Fréchet subdifferential in Asplund spaces. Let us notice
that the assumption X being an Asplund space is indispensable, as shown by
a counterexample in the latter paper.

Theorem 3.2 Suppose that X is an Asplund space and the sets C and D are
closed. If the condition (Q1) is satisfied at x̄ ∈ C ∩ D, then the intersection
rule for the Mordukhovich normal cone (3.4) holds.

For the case of the Fréchet normal cone, the condition (Q2) serves as a
characterization for the intersection rule.

Theorem 3.3 If the condition (Q2) is satisfied at x̄ ∈ C∩D for ∂ = ∂F , then

NF (x̄;C ∩D) = NF (x̄;C) +NF (x̄;D). (3.5)

Conversely, if the intersection rule for the Fréchet normal cone (3.5) is fulfilled
at x̄ ∈ C ∩D, then we can find a > 0 such that (Q2) is valid.

Proof First we note from the definition of the Fréchet normal cone that

NF (x̄;C) +NF (x̄;D) ⊂ NF (x̄;C ∩D) (3.6)

always holds. Thus, to prove the first assertion, suppose that (Q2) is satisfied
at x̄ ∈ C ∩ D for ∂ = ∂F , we will show the validity of the reverse inclusion
of (3.6). Take any x∗ ∈ NF (x̄;C ∩ D). By Proposition 3.1(ii), we can find
λ ≥ 0 and u∗ ∈ ∂F d(x̄, C ∩ D) such that x∗ = λu∗. As u∗ ∈ ∂F d(x̄, C ∩ D),
(Q2) implies u∗ ∈ a∂F d(x̄, C) + a∂F d(x̄, D). This means that u∗ = au∗1 + au∗2
with u∗1 ∈ ∂F d(x̄, C) and u∗2 ∈ ∂F d(x̄, D). Now, we use the first assertion
in Proposition 3.1 to get u∗1 ∈ NF (x̄;C) and u∗2 ∈ NF (x̄;D). Since λa ≥ 0
and since NF (x̄;C), NF (x̄;D) are cones, the last two inclusions imply that
λau∗1 ∈ NF (x̄;C) and λau∗2 ∈ NF (x̄;D); and therefore

x∗ = λu∗ = λau∗1 + λau∗2 ∈ NF (x̄;C) +NF (x̄;D).

To prove the converse assertion, suppose that (3.5) holds at x̄ ∈ C ∩ D.
Given x∗ ∈ ∂F d(x̄, C ∩ D), Proposition 3.1(i) implies x∗ ∈ NF (x̄;C ∩ D).
Combining this with the inclusion (3.5) yields x∗ = x∗1+x∗2 with x∗1 ∈ NF (x̄;C)
and x∗2 ∈ NF (x̄;D). It follows from the last two inclusions and Proposition 3.5
that x∗1 ∈ λ1∂F d(x̄, C) and x∗2 ∈ λ2∂F d(x̄, D), where λ1 := ‖x∗1‖ + 1 and
λ2 := ‖x∗2‖+ 1. Thus, by choosing a := max{λ1, λ2} > 0, we get

x∗ = x∗1 + x∗2 ∈ a∂F d(x̄, C) + a∂F d(x̄, D).

In other words, (Q2) is satisfied at x̄ ∈ C ∩ D for ∂ = ∂F . The proof is
complete. ut
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In the case where C and D are convex, we obtain a convex version of
Theorem 3.3 as follows.

Theorem 3.4 If the sets C and D are convex, then

N(x̄;C ∩D) = N(x̄;C) +N(x̄;D) (3.7)

if and only if the condition (Q2) is satisfied at x̄ ∈ C ∩D for ∂ = ∂MR.

As a direct consequence of Proposition 3.7 and Theorem 3.4, the upcoming
theorem ensures the validity of the intersection rule for the normal cone under
the condition (Q1).

Theorem 3.5 If the sets C and D are convex and if the condition (Q1) is
valid at x̄ ∈ C ∩D, then the intersection rule (3.7) for the normal cone holds.

We use again the setting in Example 3.1 to illustrate Theorems 3.1–3.5.

Example 3.2 Let X, C, D, and x̄ be given as in Example 3.1 where we have
shown the validity of conditions (Q1) and (Q2) for ∂ ∈ {∂M , ∂F , ∂MR} at the
point x̄ ∈ C ∩ D. Since N(x̄;C ∩ D) = W ∗ × R, N(x̄;C) = W ∗ × R+, and
N(x̄;D) = W ∗×R−, formula (3.7) holds. Because the sets C and D are convex,
we also have (3.4) and (3.5). Thus, the conclusions of Theorems 3.1–3.5 are
verified.

In order to present a connection to the existing theory on intersection rules
to normal cones, let us recall from [31, Definition 6.30] that a subset Ω in X is
said to be sequentially normally compact (SNC) at x̄ ∈ Ω if for any sequences

xk
Ω−→ x̄ and x∗k ∈ NF (xk;Ω) for all k, one has[

x∗k
w∗−−→ 0

]
=⇒

[
||x∗k|| → 0

]
as k →∞.

If Ω is compactly epi-Lipschitzian (CEL) in the sense of Borwein-Strójwas
[6] at x̄, then it is SNC at x̄ (see [23, Theorem 1.26]). But the converse does
not hold in general; see more discussions in [23, Remark 1.27]. If X is finite-
dimensional, all subsets of X have the CEL property (in particular, SNC
property) at all of their points (see [6, Proposition 2.4]. Several equivalences
for the SNC property in normed spaces can be found in [31, Lemma 6.31] while
a systematic treatment of the SNC property in Banach spaces or in Asplund
spaces can be found in [23, Chapters 3 and 6]. In general, such a property of sets
together with qualification conditions are the main ingredients of nonsmooth
analysis in infinite-dimensional spaces.

Theorem 3.6 (See [28, Corollary 4.5] and [23, Corollary 3.5]) Suppose that
X is an Asplund space, the sets C,D are closed, and either C or D is SNC at
x̄ ∈ C ∩D. If the following normal qualification condition[

x∗1 ∈ NM (x̄;C), x∗2 ∈ NM (x̄;D), x∗1 + x∗2 = 0
]

=⇒ x∗1 = x∗2 = 0 (Q0)

is satisfied, then the intersection rule (3.4) for the Mordukhovich normal cone
holds.
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Remark 3.3 It is worthy to note that the SNC assumption is vital for the
fulfillment of the intersection rule (3.4), even for convex and norm–compact
sets in infinite–dimensional spaces, as shown by an example given after [23,
Corollary 3.5]. In other words, the normal qualification condition (Q0) alone
is generally not enough to ensure the intersection rule (3.4) for closed sets
in infinite–dimensional Asplund spaces. Meanwhile, the metric qualification
condition (Q2) itself; in particular (Q1), is sufficient for the validity of (3.4),
thanks to Theorems 3.1 and 3.2.

Example 3.3 Let W = Rn and consider X, C, D, and x̄ as given in Ex-
ample 3.1. Then, (X, ‖ · ‖X) is a finite-dimensional Asplund space and both
C and D are SNC at x̄. Invoking the calculations in Example 3.2, we see
that the normal qualification condition (Q0) is invalid with x∗1 = (0W∗ , 1)
and x∗2 = (0W∗ ,−1). Thus, Theorem 3.6 is not applicable. Meanwhile, Theo-
rems 3.1 and 3.2 apply, as shown in Example 3.2.

The following proposition is due to [29, Proposition 3.7]. It states that
under the framework of Theorem 3.6, the metric qualification condition (Q1)
is weaker than the normal qualification condition (Q0). A finite-dimensional
version of this result can be found in [31, Proposition 6.46].

Proposition 3.9 (See [29, Proposition 3.7]) Under the assumptions of Theo-
rem 3.6, the condition (Q0) implies the condition (Q1).

In connection with Proposition 3.9, a natural question arises: Can one
obtain the same conclusion for the case where X is a normed space, C and
D are convex? This question remains open. More precisely, we just know the
following result from Henrion and Jourani [11], where X is Banach, C and
D are closed, convex, and either C or D is CEL at x̄. The closedness of the
sets and the completeness of the space cannot be dropped due to using of the
Ekeland’s variational principle and Robinson-Ursescu theorem in the proof.
The finite-dimensional version without the CEL property can be found in [1].

Proposition 3.10 (See [11, Lemma 4.2 and Theorem 4.3]) Suppose that X
is a Banach space, the sets C and D are closed, convex. Let one of the sets C
or D be CEL at x̄. Then the condition (Q0) implies the condition (Q1).

From Theorem 3.5 and Proposition 3.10, one gets the following result.

Theorem 3.7 Suppose all assumptions of Proposition 3.10 are satisfied. If
the condition (Q0) holds then the intersection rule (3.7) for the normal cone
is valid.

Remark 3.4 In the Banach space setting, Ioffe [14, Theorem 5.4] obtained
the intersection rule for G-normal cones under the validity of the normal
qualification condition (Q0) using G-normal cones and either C or D being
epi-Lipschitz at x̄. It is worth pointing out that the G-normal cone coincides
with the normal cone in the sense of convex analysis if the set in question is
convex ([14, Proposition 3.1]). Meanwhile, the epi-Lipschitz property which
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was introduced by Rockafellar in [33] is stronger than CEL property (see [6,
Proposition 2.4]). To sum up, the assumptions in [14, Theorem 5.4] are stronger
than our assumptions in Theorem 3.7 for the convex setting.

We close this section by some examples showing that the condition (Q1)
is really weaker than (Q0) in both convex and nonconvex cases. The first one
with an infinite-dimensional setting was observed in [31, Exercise 7, p. 430].

Example 3.4 Let X, C, D, and x̄ be given as in Example 3.1. Then the con-
dition (Q0) is invalid with x∗1 = (0W∗ , 1) and x∗2 = (0W∗ ,−1) while the condi-
tion (Q1) is valid as shown in Example 3.1.

Example 3.5 Let X = R2, C := {x = (x1, x2) ∈ R2 | x2 ≥|x1 |},

D := {x = (x1, x2) ∈ R2 | x1 = x2, x1 ≥ 0, x2 ≥ 0}
∪ {x = (x1, x2) ∈ R2 |x1 = −x2, x1 ≤ 0, x2 ≥ 0},

and x̄ = (0, 0). On the one hand, by a direct computation, we have

NM (x̄;C) = {u = (u1, u2) ∈ R2 | u2 ≤ − |u1 |}.

On the other hand, from [24, Example 1.14], we get

NM (x̄;D) = {u = (u1, u2) ∈ R2 | u2 =|u1 |}
∪ {u = (u1, u2) ∈ R2 | u2 ≤ − |u1 |}.

Let x∗1 := (1,−1) and x∗2 := (−1, 1). Then x∗1 and x∗2 are nonzero elements
satisfying x∗1 ∈ NM (x̄;C), x∗2 ∈ NM (x̄;D), and x∗1 + x∗2 = (0, 0). In the other
words, (Q0) is not satisfied. Meanwhile, as C ∩ D = D, it is clear that (Q1)
holds for a = 1 and for every r > 0. Thus, it follows from Theorem 3.2 that
the intersection rule (3.4) for the Mordukhovich normal cone is fulfilled. This
can be easily checked by direct calculations.

4 Subdifferentials of optimal value functions

Throughout this section, let F : X ⇒ Y be a set-valued map between normed
spaces X and Y , and let ϕ : X × Y → R be an extended-real-valued func-
tion. Corresponding to each pair {F,ϕ}, consider the following parametric
optimization problem

min{ϕ(x, y) | y ∈ F (x)}, x ∈ X. (P)

The map F and the function ϕ are respectively called the constraint map
and the objective function of the problem (P). The optimal value function
(also called marginal function or performance function) µ : X → R of the
problem (P) is an extended-real-valued function defined by

µ(x) := inf {ϕ(x, y) | y ∈ F (x)} , x ∈ X. (4.1)
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By the convention inf ∅ = +∞, we set µ(x) = +∞ for any x /∈ domF. The
solution map M : X ⇒ Y of (P) is a set-valued map given by

M(x) := {y ∈ F (x) | µ(x) = ϕ(x, y)}, x ∈ domF. (4.2)

In this section, we aim at estimating/computing the Fréchet subdifferential,
the Mordukhovich subdifferential, and the Moreau–Rockafellar subdifferential
of the optimal value function µ(·) in (4.1) via corresponding coderivatives of
the constraint map F and subdifferentials of the objective function ϕ. Note
that µ(·) is convex if F and ϕ are both convex (see [25, Theorem 2.129]).

If the constraint map F : X ⇒ Y is given by F (x) = Y for all x ∈ X, then
we have the following unconstrained version of the parametric optimization
problem (P)

min{ϕ(x, y) | y ∈ Y }, x ∈ X. (P1)

As a parametric optimization problem with the parameter x appearing in the
objective function, the optimal value function µ1 : X → R and the solution
map M1 : X ⇒ Y of (P1) are given respectively by

µ1(x) := inf{ϕ(x, y) | y ∈ Y }, x ∈ X,

and

M1(x) := {y ∈ Y | ϕ(x, y) = µ1(x)}, x ∈ X.

Conversely, the constrained optimization problem (P) can be rewritten in
the form (P1) of the unconstrained one with ϕ+ δGrF : X×Y → R being the
objective function. Note that the epigraph of the latter can be represented as

epi (ϕ+ δGrF ) = epiϕ ∩ (GrF × R). (4.3)

4.1 Upper estimates for the Fréchet subdifferential

The following proposition is about upper estimates for the Fréchet subdiffer-
ential and Fréchet singular subdifferential of optimal value functions of un-
constrained parametric optimization problems. The first estimate is presented
in [31, Theorem 4.47], and the second one is new.

Proposition 4.1 Let X and Y be normed spaces and consider the uncon-
strained problem (P1). Suppose that the optimal value function µ1(·) is finite
at x̄ ∈ domM1 and ȳ ∈M1(x̄). Then, one has the inclusions

∂Fµ1(x̄) ⊂ {x∗ ∈ X∗ | (x∗, 0) ∈ ∂Fϕ(x̄, ȳ)},

∂∞F µ1(x̄) ⊂ {x∗ ∈ X∗ | (x∗, 0) ∈ ∂∞F ϕ(x̄, ȳ)}. (4.4)
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Proof of (4.4) Take any x∗ ∈ ∂∞F µ1(x̄), i.e., (x∗, 0) ∈ NF ((x̄, µ1(x̄); epiµ1)
and fix an arbitrary ε > 0. Then, it follows from the definition of the Fréchet
normal cone that there exists δ > 0 satisfying

〈x∗, x−x̄〉 ≤ ε‖x−x̄‖+ε|α−µ1(x̄)|, ∀(x, α) ∈ epiµ1 ∩ B((x̄, µ1(x̄)), δ). (4.5)

Let (x, y, α) ∈ epiϕ ∩ B((x̄, ȳ, ϕ(x̄, ȳ)), δ). On the one hand, the inclusion
(x, y, α) ∈ epiϕ yields α ≥ ϕ(x, y) ≥ µ1(x). So, we have (x, α) ∈ epiµ1. On
the other hand,

‖x− x̄‖+ |α− µ1(x̄)| ≤ ‖x− x̄‖+ ‖y − ȳ‖+ |α− µ1(x̄)|
= ‖x− x̄‖+ ‖y − ȳ‖+ |α− ϕ(x̄, ȳ)| ≤ δ,

as (x, y, α) ∈ B((x̄, ȳ, ϕ(x̄, ȳ)), δ). Thus, we get (x, α) ∈ B((x̄, µ1(x̄)), δ). There-
fore, it follows from (4.5) that

〈x∗, x− x̄〉 ≤ ε‖x− x̄‖+ ε|α− µ1(x̄)| ≤ ε‖x− x̄‖+ ε‖y − ȳ‖+ ε|α− ϕ(x̄, ȳ)|.

Since the latter holds for any (x, y, α) ∈ epiϕ∩B((x̄, ȳ, ϕ(x̄, ȳ)), δ), we conclude
that (x∗, 0, 0) ∈ NF ((x̄, ȳ, ϕ(x̄, ȳ)); epiϕ). In other words, (x∗, 0) ∈ ∂∞F ϕ(x̄, ȳ),
which completes the proof of formula (4.4). ut

Correspondingly to the above result for unconstrained parametric opti-
mization problems, the next theorem gives us upper estimates for the Fréchet
subdifferential/Fréchet singular subdifferential of optimal value functions of
constrained parametric optimization problems. Upper estimates are estab-
lished via the Mordukhovich coderivative of the map describing the constraint
and the Mordukhovich subdifferential/Mordukhovich singular subdifferential
of the objective function under the conditions (Q1) or (Q2) for ∂ = ∂M . The
first estimate is different from the one in [27, Theorem 1], where the upper es-
timate for the Fréchet subdifferential of optimal value functions is constituted
via the Fréchet coderivative of the constraint map and the upper Fréchet subd-
ifferential of the objective function under an assumption on the nonemptiness
of the upper Fréchet subdifferential of the objective function. Besides, this
seems to be the first time, to the best of our knowledge, that upper estimates
for the Fréchet singular subdifferential of optimal value functions are given.

Theorem 4.1 Let X and Y be Asplund spaces and consider the constrained
problem (P). Suppose that the constraint map F has closed graph, the objective
function ϕ is lower semicontinuous on X × Y, the optimal value function µ(·)
is finite at x̄ ∈ domM , and ȳ ∈M(x̄). In addition, assume that

(A2) the sets epiϕ and GrF × R satisfy the condition (Q2) for ∂ = ∂M at
(x̄, ȳ, ϕ(x̄, ȳ)); in particular,

(A1) the sets epiϕ and GrF × R satisfy the condition (Q1) at (x̄, ȳ, ϕ(x̄, ȳ)).

Then, one has the inclusions

∂Fµ(x̄) ⊂
⋃

(x∗,y∗)∈∂Mϕ(x̄,ȳ)

{x∗ +D∗MF (x̄, ȳ)(y∗)} , (4.6)
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∂∞F µ(x̄) ⊂
⋃

(x∗,y∗)∈∂∞Mϕ(x̄,ȳ)

{x∗ +D∗MF (x̄, ȳ)(y∗)} . (4.7)

Proof First, by transforming the constrained problem (P) into the uncon-
strained one (P1) with ϕ + δGrF : X × Y → R being the objective function
and applying the results of Proposition 4.1, we get the following inclusions

∂Fµ(x̄) ⊂ {u∗ ∈ X∗ | (u∗, 0) ∈ ∂F (ϕ+ δGrF )(x̄, ȳ)},

∂∞F µ(x̄) ⊂ {u∗ ∈ X∗ | (u∗, 0) ∈ ∂∞F (ϕ+ δGrF )(x̄, ȳ)}.

Combining these with the relationships between Fréchet subdifferentials and
Mordukhovich subdifferentials in (2.2) and (2.3) yields

∂Fµ(x̄) ⊂ {u∗ ∈ X∗ | (u∗, 0) ∈ ∂M (ϕ+ δGrF )(x̄, ȳ)} (4.8)

and

∂∞F µ(x̄) ⊂ {u∗ ∈ X∗ | (u∗, 0) ∈ ∂∞M (ϕ+ δGrF )(x̄, ȳ)}. (4.9)

[Proof of (4.6)] Take any u∗ ∈ ∂Fµ(x̄). Then, it follows from (4.8) that
(u∗, 0) ∈ ∂M (ϕ+δGrF )(x̄, ȳ). On the one hand, since ϕ is lower semicontinuous
on X×Y and F has closed graph, ϕ+δGrF is lower semicontinuous on X×Y .
So, by using the relation (2.5) between the Mordukhovich subdifferential and
the Mordukhovich normal cone, we get (u∗, 0) ∈ ∂M (ϕ + δGrF )(x̄, ȳ) if and
only if

(u∗, 0,−1) ∈ NM [(x̄, ȳ, (ϕ+ δGrF )(x̄, ȳ)); epi (ϕ+ δGrF )]. (4.10)

On the other hand, (ϕ + δGrF )(x̄, ȳ) = ϕ(x̄, ȳ) ∈ R because ȳ ∈ M(x̄) and
µ(x̄) ∈ R. So, using formula (4.3), we have

NM [(x̄, ȳ, (ϕ+ δGrF )(x̄, ȳ)); epi (ϕ+ δGrF )]

= NM [(x̄, ȳ, ϕ(x̄, ȳ)); epiϕ ∩ (GrF × R)]. (4.11)

Moreover, as epiϕ and GrF × R satisfy the condition (Q2) for ∂ = ∂M at
(x̄, ȳ, ϕ(x̄, ȳ)), Theorem 3.1 implies that

NM [(x̄, ȳ, ϕ(x̄, ȳ)); epiϕ ∩ (GrF×R)]⊂NM [(x̄, ȳ, ϕ(x̄, ȳ)); epiϕ]

+NM [(x̄, ȳ, ϕ(x̄, ȳ)); GrF×R].
(4.12)

Note that the above inclusion is also valid under the condition (Q1), due to
Proposition 3.6 and Theorem 3.2. Combining (4.10), (4.11) and (4.12) yields

(u∗, 0,−1) ∈ NM [(x̄, ȳ, ϕ(x̄, ȳ)); epiϕ] +NM [(x̄, ȳ, ϕ(x̄, ȳ)); GrF × R]. (4.13)

Because of (4.13), we can find

(x∗, y∗, α∗) ∈ NM [(x̄, ȳ, ϕ(x̄, ȳ)); epiϕ] (4.14)
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and

(x̃∗, ỹ∗, α̃∗) ∈ NM [(x̄, ȳ, ϕ(x̄, ȳ)); GrF × R] (4.15)

such that (u∗, 0,−1) = (x∗, y∗, α∗) + (x̃∗, ỹ∗, α̃∗). The latter means that
u∗ = x∗ + x̃∗

ỹ∗ = −y∗

−1 = α∗ + α̃∗.

(4.16)

From (4.15), one has

(x̃∗, ỹ∗) ∈ NM ((x̄, ȳ); GrF ) (4.17)

and

α̃∗ ∈ NM (ϕ(x̄, ȳ);R) = {0}. (4.18)

Meanwhile, from the last identity of (4.16) and (4.18), one obtains α∗ = −1.
Thus, it follows from (4.14) that (x∗, y∗) ∈ ∂Mϕ(x̄, ȳ). Besides, the second
identity of (4.16) and (4.17) yield (x̃∗,−y∗) ∈ NM ((x̄, ȳ),GrF ). In another
word, we have x̃∗ ∈ D∗MF (x̄, ȳ)(y∗). This inclusion and the first identity
of (4.16) imply that u∗ ∈ x∗ + D∗MF (x̄, ȳ)(y∗). The latter means that (4.6)
is valid.

[Proof of (4.7)] Let u∗ ∈ ∂∞F µ(x̄). Then, (u∗, 0) ∈ ∂∞M (ϕ + δGrF )(x̄, ȳ)
because of (4.9). By the definition of the Mordukhovich singular subdifferential
and by formula (4.3), the last inclusion is equivalent to

(u∗, 0, 0) ∈ NM [(x̄, ȳ, (ϕ+ δGrF )(x̄, ȳ)); epi (ϕ+ δGrF )]. (4.19)

Thus, it follows from (4.19), (4.11) and (4.12) that

(u∗, 0, 0) ∈ NM [(x̄, ȳ, ϕ(x̄, ȳ)); epiϕ] +NM [(x̄, ȳ, ϕ(x̄, ȳ)); GrF × R].

Consequently, by similar arguments as in the proof of (4.6), we can represent
u∗ = x∗ + x̃∗ with x∗, x̃∗ in X∗ and y∗ in Y ∗ satisfying

(x∗, y∗, 0) ∈ NM [(x̄, ȳ, ϕ(x̄, ȳ)); epiϕ] and (x̃∗,−y∗) ∈ NM ((x̄, ȳ); GrF ).

The last two inclusions mean that (x∗, y∗) ∈ ∂∞Mϕ(x̄, ȳ) and x̃∗ ∈ D∗MF (x̄, ȳ)(y∗),
respectively. Therefore, u∗ ∈ x∗+D∗MF (x̄, ȳ)(y∗) and (4.7) is proved. The proof
of the theorem is complete. ut

The following result is another version of Theorem 4.1 by making use of
the assumption (A0) instead of (A2) or (A1). As we will see later in the next
subsections, (A0) and its variants are well-known in the theory of nonsmooth
calculus. Note that when ϕ is Lipschitz continuous around (x̄, ȳ), then epiϕ
is SNC at (x̄, ȳ, ϕ(x̄, ȳ)) (see [23, p. 121]) and ∂∞Mϕ(x̄, ȳ) = {(0, 0)} (see [23,
Corollary 1.81]). Thus, (A0) is automatically satisfied in this situation.
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Theorem 4.2 The conclusion of Theorem 4.1 still holds if the assumption
(A2) (in particular (A1)) is replaced by

(A0) either epiϕ is SNC at (x̄, ȳ, ϕ(x̄, ȳ)) or GrF is SNC at (x̄, ȳ), and

∂∞Mϕ(x̄, ȳ) ∩ (−NM ((x̄, ȳ); GrF )) = {(0, 0)}. (4.20)

Proof Clearly, (4.20) means that the sets epiϕ and GrF×R satisfy the normal
qualification condition (Q0) at (x̄, ȳ, ϕ(x̄, ȳ)). Thus, the assumption (A1) in
Theorem 4.1 is guaranteed by the assumption (A0) and Proposition 3.9. ut

When the objective function of (P) does not depend on the parameter
x, i.e., ϕ(x, y) := g(y), for all (x, y) ∈ X × Y , where g : Y → R is an
extended-real-value function defined on Y , it is not hard to show that epiϕ =
X × epi g, ∂ϕ(x̄, ȳ) = {0} × ∂g(ȳ), and ∂∞ϕ(x̄, ȳ) = {0} × ∂∞g(ȳ) with
∂ ∈ {∂M , ∂F , ∂MR}. Thus, the next result is straightforward from Theorems 4.1
and 4.2.

Proposition 4.2 Let X and Y be Asplund spaces and consider the constrained
problem (P). Suppose that the constraint map F has closed graph, the objective
function ϕ is given by ϕ(x, y) := g(y) for all (x, y) ∈ X × Y, with g : Y → R
being lower semicontinous on Y, the optimal value function µ(·) is finite at
x̄ ∈ domM , and ȳ ∈M(x̄). In addition, assume that

(A′2) the sets X × epi g and GrF × R satisfy the condition (Q2) for ∂ = ∂M at
(x̄, ȳ, g(ȳ)); in particular,

(A′1) the sets X × epi g and GrF × R satisfy the condition (Q1) at (x̄, ȳ, g(ȳ));
in particular,

(A′0) either epi g is SNC at (ȳ, g(ȳ)) or GrF is SNC at (x̄, ȳ), and

({0} × ∂∞Mg(ȳ)) ∩ (−NM ((x̄, ȳ); GrF )) = {(0, 0)}.

Then we have

∂Fµ(x̄) ⊂
⋃

y∗∈∂Mg(ȳ)

D∗MF (x̄, ȳ)(y∗) and ∂∞F µ(x̄) ⊂
⋃

y∗∈∂∞M g(ȳ)

D∗MF (x̄, ȳ)(y∗).

4.2 Upper estimates for the Mordukhovich subdifferential

In order to give upper estimates for the Mordukhovich subdifferential and
the Mordukhovich singular subdifferential of the optimal value function µ(·)
defined in (4.1), let us first recall relevant concepts and results from [23].

Definition 4.1 (See [23, Definition 1.63] and [27]) Let M(·) : X ⇒ Y be the
solution map defined in (4.2) of the parametric optimization problem (P). One
says that

(i) M(·) is µ-inner semicontinuous at (x̄, ȳ) ∈ GrM if for every sequence

xk
µ−→ x̄ there exists a sequence yk ∈M(xk) converging to ȳ as k →∞;
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(ii) M(·) is µ-inner semicompact at x̄ if for every sequence xk
µ−→ x̄ there is a

sequence yk ∈M(xk) that contains a convergent subsequence as k →∞.

The properties of the solution map considered in the above definition extend
the corresponding notions in [23, Definition 1.63] and adapt them to the so-
lution map M(·) of (P). The only difference is that the condition xk → x̄ in

[23] is replaced by the weaker condition xk
µ−→ x̄. This causes no any effect to

the conclusions of [23, Theorem 1.108], as observed in [27].

Proposition 4.3 (See [23, Theorem 1.108]) Let X and Y be Banach spaces
and consider the unconstrained problem (P1). Suppose that the optimal value
function µ1(·) is finite at x̄ ∈ domM1. Then, the following statements hold:

(i) If the solution map M1(·) is µ1-inner semicontinuous at (x̄, ȳ) ∈ GrM1,
then one has the inclusions

∂Mµ1(x̄) ⊂ {x∗ ∈ X∗ | (x∗, 0) ∈ ∂Mϕ(x̄, ȳ)},

∂∞Mµ1(x̄) ⊂ {x∗ ∈ X∗ | (x∗, 0) ∈ ∂∞Mϕ(x̄, ȳ)}.
(ii) If the solution map M1(·) is µ1-inner semicompact at x̄ and the objective

function ϕ is lower semicontinuous on X × Y , then one has the inclusions

∂Mµ1(x̄) ⊂ {x∗ ∈ X∗ | (x∗, 0) ∈
⋃

ȳ∈M1(x̄)

∂Mϕ(x̄, ȳ)},

∂∞Mµ1(x̄) ⊂ {x∗ ∈ X∗ | (x∗, 0) ∈
⋃

ȳ∈M1(x̄)

∂∞Mϕ(x̄, ȳ)}.

Based on the above result for the unconstrained parametric optimization
problem (P1), we are able to formulate corresponding estimates for the Mor-
dukhovich subdifferential and the Mordukhovich singular subdifferential of
the optimal value function of the constrained one (P). In comparison with
Theorem 4.1 (resp., Theorem 4.2, Proposition 4.2), in order to obtain upper
estimates for Mordukhovich subdifferentials of µ(·), Theorem 4.3 (resp., The-
orem 4.4, Proposition 4.4) requires additional assumptions put on the solution
map M(·).

Theorem 4.3 Let X and Y be Asplund spaces and consider the constrained
problem (P). Suppose that the constraint map F has closed graph, the objective
function ϕ is lower semicontinous on X × Y, and the optimal value function
µ(·) is finite at x̄ ∈ domM . Then, the following assertions hold:

(i) If the solution map M(·) is µ-inner semicontinuous at (x̄, ȳ) ∈ GrM and
if (A2) (in particular, (A1)) is satisfied, then

∂Mµ(x̄) ⊂
⋃

(x∗,y∗)∈∂Mϕ(x̄,ȳ)

{x∗ +D∗MF (x̄, ȳ)(y∗)} , (4.21)

∂∞Mµ(x̄) ⊂
⋃

(x∗,y∗)∈∂∞Mϕ(x̄,ȳ)

{x∗ +D∗MF (x̄, ȳ)(y∗)} . (4.22)
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(ii) If the solution map M(·) is µ-inner semicompact at x̄ and if (A2) (in
particular, (A1)) is satisfied with any ȳ ∈M(x̄), then

∂Mµ(x̄) ⊂
⋃

ȳ∈M(x̄)

⋃
(x∗,y∗)∈∂Mϕ(x̄,ȳ)

{x∗ +D∗MF (x̄, ȳ)(y∗)} , (4.23)

∂∞Mµ(x̄) ⊂
⋃

ȳ∈M(x̄)

⋃
(x∗,y∗)∈∂∞Mϕ(x̄,ȳ)

{x∗ +D∗MF (x̄, ȳ)(y∗)} . (4.24)

Proof The proof will be divided into two parts, corresponding to assertions (i)
and (ii).

[Proof of assertion (i)] Since the solution map M(·) is µ-inner semicontin-
uous at (x̄, ȳ), applying Proposition 4.3(i) for the unconstrained problem (P1)
with ϕ+ δGrF being the objective function yields the following inclusions

∂Mµ(x̄) ⊂ {u∗ ∈ X∗ | (u∗, 0) ∈ ∂M (ϕ+ δGrF )(x̄, ȳ)},

∂∞Mµ(x̄) ⊂ {u∗ ∈ X∗ | (u∗, 0) ∈ ∂∞M (ϕ+ δGrF )(x̄, ȳ)}.

Let u∗ ∈ ∂Mµ(x̄) (resp., u∗ ∈ ∂∞Mµ(x̄)). Then, (u∗, 0) ∈ ∂M (ϕ + δGrF )(x̄, ȳ)
(resp., (u∗, 0) ∈ ∂∞M (ϕ + δGrF )(x̄, ȳ)). Therefore, by similar arguments as in
the proof of Theorem 4.1, we can find x∗, x̃∗ in X∗ and y∗ in Y ∗ such that
(x∗, y∗) ∈ ∂Mϕ(x̄, ȳ) (resp., (x∗, y∗) ∈ ∂∞Mϕ(x̄, ȳ)), x̃∗ ∈ D∗MF (x̄, ȳ)(y∗), and
u∗ = x∗ + x̃∗. This means that u∗ belongs to the set on the right-hand side
of (4.21) (resp., the set on the right-hand side of (4.22)).

[Proof of assertion (ii)] Applying Proposition 4.3(ii) to the unconstrained
problem (P1) with ϕ+δGrF being the objective function and arguing similarly
as in the above proof, we get the desired inclusions (4.23) and (4.24).

The proof is completed. ut

As shown in the proof of Theorem 4.2, the assumption (A1) is guaranteed
if (A0) is satisfied. Thus, the next theorem follows directly from Theorem 4.3.
This result was presented in [27, Theorem 7, (i) and (ii)] under certain assump-
tions on the closedness of the constraint map F and the lower semicontinuity
of the objective function ϕ. Namely, these two properties are required locally
around the point (x̄, ȳ) under consideration in the latter paper, while herein
we assume that F has closed graph and ϕ is lower semicontinuous on X × Y.
The interested reader is referred to [28, Theorem 6.1] and [23, Theorem 3.38]
for earlier versions of the result.

Theorem 4.4 (Cf. [27, Theorem 7 (i) and (ii)]) The conclusions of Theo-
rem 4.3 are still valid if the assumption (A2) (in particular (A1)) is replaced
by (A0).

Applying Theorems 4.3 and 4.4 to the case where the objective function
of (P) does not depend on the parameter x, we get the next result.
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Proposition 4.4 Let X and Y be Asplund spaces and consider the constrained
problem (P). Suppose that the constraint map F has closed graph, the objective
function ϕ is given by ϕ(x, y) := g(y) for all (x, y) ∈ X × Y, with g : Y → R
being lower semicontinuous on Y, the optimal value function µ(·) is finite at
x̄ ∈ domM . Then, following statements are valid:

(i) If the solution map M(·) is µ-inner semicontinuous at (x̄, ȳ) ∈ GrM and
if (A′2) (in particular, (A′1) or (A′0)) is satisfied, then

∂Mµ(x̄) ⊂
⋃

y∗∈∂Mg(ȳ)

D∗MF (x̄, ȳ)(y∗) and ∂∞Mµ(x̄) ⊂
⋃

y∗∈∂∞M g(ȳ)

D∗MF (x̄, ȳ)(y∗).

(ii) If the solution map M(·) is µ-inner semicompact at x̄ and if (A′2) (in
particular, (A′1) or (A′0)) is satisfied with any ȳ ∈M(x̄), then

∂Mµ(x̄) ⊂
⋃

ȳ∈M(x̄)

⋃
y∗∈∂Mg(ȳ)

D∗MF (x̄, ȳ)(y∗),

∂∞Mµ(x̄) ⊂
⋃

ȳ∈M(x̄)

⋃
y∗∈∂∞M g(ȳ)

D∗MF (x̄, ȳ)(y∗).

4.3 Representations for the Moreau–Rockafellar subdifferential

This subsection is devoted to studying the Moreau–Rockafellar subdifferentials
of optimal value functions in the case that the constraint map and the objective
function are both convex. Compared to results in the above subsections, herein
we will work on normed spaces (or at most Banach spaces) rather than requir-
ing them being Asplund. Besides, assumptions on the inner semicontinuity of
the solution map will be dropped. Lastly but most importantly, we will obtain
exact representations for the Moreau–Rockafellar subdifferentials of optimal
value functions, instead of upper estimates. Keep in mind that such represen-
tations for the Fréchet subdifferential and the Mordukhovich subdifferential
can be obtained but usually under extra assumptions on the differentiability
of the objective function and on another special stability of the solution map
(see, e.g, [27, Theorem 2 and Theorem 7 (iii)]).

Similarly as in previous subsections, we will start with a result for the
unconstrained parametric optimization problem (P1), which follows directly
from [3, Theorem 4.2] because the regularity condition (a) therein is automat-
ically satisfied.

Proposition 4.5 (Cf. [3, Theorem 4.2]) Let X and Y be normed spaces and
consider the unconstrained problem (P1). Suppose that the objective function
ϕ is convex, the optimal value function µ1(·) is finite at x̄ ∈ domM1, and
ȳ ∈M1(x̄). Then, one has the inclusions

∂MRµ1(x̄) = {x∗ ∈ X∗ | (x∗, 0) ∈ ∂MRϕ(x̄, ȳ)},

∂∞µ1(x̄) = {x∗ ∈ X∗ | (x∗, 0) ∈ ∂∞ϕ(x̄, ȳ)}.
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Based on the above result, we are able to give exact formulas for comput-
ing the Moreau–Rockafellar subdifferential and the singular subdifferential of
µ(·) of the constrained parametric optimization problem (P). In the first two
theorems, the condition (A1) and the new condition (Â1) both rely on the
condition (Q1) between sets. The difference is that the second one involves
computations of sets domϕ and GrF in X×Y which is somewhat easier than
the first one conducting in X × Y × R. Nevertheless, under (A1), we can ob-
tain representations for both the Moreau–Rockafellar subdifferential and the
singular subdifferential while only the latter can be achieved if assuming (Â1).
In comparison with the result in [1, Theorem 1] where the formula (4.25) was
obtained under the condition (A1) by a different approach, herein we do not
require that X,Y are Banach spaces, the constraint map has closed graph,
and the objective function is lower semicontinuous on X × Y .

Theorem 4.5 Let X and Y be normed spaces and consider the constrained
problem (P) with the constraint map F and the objective function ϕ being
convex. Suppose that the optimal value function µ(·) is finite at x̄ ∈ domM
and ȳ ∈M(x̄). If (A1) holds, then

∂MRµ(x̄) =
⋃

(x∗,y∗)∈∂MRϕ(x̄,ȳ)

{x∗ +D∗F (x̄, ȳ)(y∗)} , (4.25)

∂∞µ(x̄) =
⋃

(x∗,y∗)∈∂∞ϕ(x̄,ȳ)

{x∗ +D∗F (x̄, ȳ)(y∗)} . (4.26)

Proof Since GrF is convex and ϕ is convex, ϕ + δGrF is a convex function.
Applying the results of Proposition 4.5 for the unconstrained problem (P1)
with ϕ+ δGrF being the objective function, we get the following inclusions

∂MRµ(x̄) = {u∗ ∈ X∗ | (u∗, 0) ∈ ∂MR(ϕ+ δGrF )(x̄, ȳ)}, (4.27)

∂∞µ(x̄) = {u∗ ∈ X∗ | (u∗, 0) ∈ ∂∞(ϕ+ δGrF )(x̄, ȳ)}. (4.28)

Due to (4.27) (resp., (4.28)), it holds for any u∗ ∈ X∗ that u∗ ∈ ∂MRµ(x̄)
(resp., u∗ ∈ ∂∞µ(x̄)) if and only if (u∗, 0) ∈ ∂MR(ϕ + δGrF )(x̄, ȳ) (resp.,
(u∗, 0) ∈ ∂∞(ϕ+δGrF )(x̄, ȳ)). On the one hand, by the relation (2.4) between
the Moreau–Rockafellar subdifferential and the normal cone, the last inclusion
means

(u∗, 0,−1) ∈ N [(x̄, ȳ, (ϕ+ δGrF )(x̄, ȳ)); epi (ϕ+ δGrF )] (4.29)

(resp.,

(u∗, 0, 0) ∈ N [(x̄, ȳ, (ϕ+ δGrF )(x̄, ȳ)); epi (ϕ+ δGrF )]). (4.30)
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On the other hand, we have (ϕ + δGrF )(x̄, ȳ) = ϕ(x̄, ȳ) ∈ R because of
ȳ ∈ M(x̄) and µ(x̄) ∈ R. So, it follows from formula (4.3) that

N [(x̄, ȳ, (ϕ+δGrF )(x̄, ȳ)); epi (ϕ+ δGrF )]

= N [(x̄, ȳ, ϕ(x̄, ȳ)); epi (ϕ+δGrF )]

= N [(x̄, ȳ, ϕ(x̄, ȳ)); epiϕ∩(GrF × R)]. (4.31)

Moreover, thanks to the assumption (A1) and Theorem 3.4, we get

N [(x̄, ȳ, ϕ(x̄, ȳ)); epiϕ ∩ (GrF × R)]

= N [(x̄, ȳ, ϕ(x̄, ȳ)); epiϕ] +N [(x̄, ȳ, ϕ(x̄, ȳ)); GrF×R]. (4.32)

Thus, it follows from(4.29) (resp., (4.30)), (4.31), and (4.32) that u∗ ∈ ∂MRµ(x̄)
(resp., u∗ ∈ ∂∞µ(x̄)) if and only if

(u∗, 0,−1) ∈ N [(x̄, ȳ, ϕ(x̄, ȳ)); epiϕ] +N [(x̄, ȳ, ϕ(x̄, ȳ)); GrF × R]

(resp., (u∗, 0, 0) ∈ N [(x̄, ȳ, ϕ(x̄, ȳ)); epiϕ]+N [(x̄, ȳ, ϕ(x̄, ȳ)); GrF×R]). There-
fore, by the same argument as in the proof of Theorem 4.1, the latter means
that there exist x∗, x̃∗ in X∗ and y∗ in Y ∗ satisfying (x∗, y∗) ∈ ∂MRϕ(x̄, ȳ)
(resp., (x∗, y∗) ∈ ∂∞ϕ(x̄, ȳ)), x̃∗ ∈ D∗F (x̄, ȳ)(y∗), and u∗ = x∗ + x̃∗, prov-
ing (4.25) (resp., (4.26)). ut

Theorem 4.6 The representation (4.26) is also valid if the assumption (A1)
in Theorem 4.5 is replaced by

(Â1) the sets domϕ and GrF satisfy the metric qualification condition (Q1)
at (x̄, ȳ).

Proof By the convexity of the functions ϕ, ϕ+ δGrF and [3, Proposition 4.1],
we have the following equations

∂∞ϕ(x̄, ȳ) = N [(x̄, ȳ); domϕ], (4.33)

∂∞(ϕ+ δGrF )(x̄, ȳ) = N [(x̄, ȳ); dom (ϕ+ δGrF )]. (4.34)

Besides, from the convexity of the functions ϕ, δGrF and [37, Theorem 2.1.3(ii)],
we get dom (ϕ + δGrF ) = domϕ ∩ dom δGrF = domϕ ∩ GrF. Therefore, it

follows from assumption (Â1) and Theorem 3.4 that

N [(x̄, ȳ); dom (ϕ+ δGrF )]=N [(x̄, ȳ); domϕ ∩GrF ]

=N [(x̄, ȳ); domϕ]+N [(x̄, ȳ); GrF ]. (4.35)

Combining (4.33), (4.34), and (4.35) yields

∂∞(ϕ+ δGrF )(x̄, ȳ) = ∂∞ϕ(x̄, ȳ) +N [(x̄, ȳ); GrF ].

Consequently, formula (4.28) becomes

∂∞µ(x̄) = {u∗ ∈ X∗ | (u∗, 0) ∈ ∂∞ϕ(x̄, ȳ) +N [(x̄, ȳ); GrF ]}.

Thus, arguing similarly as in the proof of Theorem 4.1, we get (4.26). ut
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The next result, which was observed in [1, Corollary 1 and Theorem 2], is
a consequence of Theorems 4.5 and 4.6.

Theorem 4.7 Let X and Y be Banach spaces and consider the constrained
problem (P). Suppose that the constraint map F is convex and closed, the
objective function ϕ is convex and lower semicontinous on X×Y . In addition,
suppose that the optimal value function µ(·) is finite at x̄ ∈ domM and ȳ ∈
M(x̄). The following statements hold:

(i) If either epiϕ is CEL at (x̄, ȳ, ϕ(x̄, ȳ)) or GrF is CEL at (x̄, ȳ) and if

∂∞ϕ(x̄, ȳ) ∩ (−N((x̄, ȳ); GrF )) = {(0, 0)}, (4.36)

then one has the representations (4.25) and (4.26).
(ii) If domϕ is CEL at (x̄, ȳ) and if the condition (4.36) is satisfied, then one

also has the representation (4.26).

Proof As demonstrated in the proof of Theorem 4.1, the condition (4.36)
means that the sets epiϕ and GrF×R satisfy the condition (Q0) at (x̄, ȳ, ϕ(x̄, ȳ)).
Thus, the assumptions of the assertion (i) and Proposition 3.10 imply that the
assumption (A1) is valid. Therefore, (4.25) and (4.26) follow from Theorem 4.5.

To prove (ii), note that the condition (4.36) can be rewritten as

N((x̄, ȳ); domϕ) ∩ (−N((x̄, ȳ); GrF )) = {(0, 0)}

due to (4.33). This means that the sets domϕ and GrF satisfy the condi-
tion (Q0) at (x̄, ȳ). The latter together with the assumption that domϕ is
CEL at (x̄, ȳ) and Proposition 3.10 yields (Â1). Thus, one obtains (4.26) from
Theorem 4.6. The proof is finished. ut

Remark 4.1 Observe that domϕ is the image of the set epiϕ under the pro-
jection (x, y, α) 7→ (x, y). So, if epiϕ is CEL at (x̄, ȳ, ϕ(x̄, ȳ)), then domϕ is
CEL at (x̄, ȳ) by [5, Proposition 3.6]. Hence, the condition (ii) in Theorem 4.7
is weaker than the assumptions on the CEL property of epiϕ and the validity
of (4.36) in the condition (i).

Let us now formulate results corresponding to Theorems 4.5, 4.6, and 4.7
for the case where the objective function of (P) does not depend on the pa-
rameter x. The first proposition with a normed space setting is derived from
Theorems 4.5 and 4.6. While, the second one, which requires the complete-
ness of underlying spaces, the closedness of the constraint map, and the lower
semicontinuity of the objective function, is obtained from Theorem 4.7.

Proposition 4.6 Let X and Y be normed spaces and consider the constrained
problem (P). Suppose that the constraint map F is convex and the objective
function ϕ is given by ϕ(x, y) := g(y) for all (x, y) ∈ X×Y, with g :Y → R be-
ing a convex function on Y . Moreover, assume that the optimal value function
µ(·) is finite at x̄ ∈ domM and ȳ ∈M(x̄). The following assertions hold:
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(i) If (A′1) is valid, then one has the following formulas

∂MRµ(x̄) =
⋃

y∗∈∂MRg(ȳ)

D∗F (x̄, ȳ)(y∗), (4.37)

∂∞µ(x̄) =
⋃

y∗∈∂∞g(ȳ)

D∗F (x̄, ȳ)(y∗). (4.38)

(ii) If X × dom g and GrF satisfy (Q1) at (x̄, ȳ), then (4.38) holds.

Proposition 4.7 Let X and Y be Banach spaces and consider the constrained
problem (P). Suppose that the constraint map F is convex and closed, and the
objective function ϕ is given by ϕ(x, y) := g(y) for all (x, y) ∈ X × Y, with
g : Y → R being convex and lower semicontinuous on Y . In addition, assume
that the optimal value function µ(·) is finite at x̄ ∈ domM and ȳ ∈ M(x̄).
The following statements hold:

(i) If either epi g is CEL at (ȳ, g(ȳ)) or GrF is CEL at (x̄, ȳ) and if

{0} × ∂∞g(ȳ) ∩ (−N((x̄, ȳ); GrF )) = {(0, 0)}, (4.39)

then one has (4.37) and (4.38).
(ii) If dom g is CEL at ȳ and if (4.39) is fulfilled, then (4.38) is valid.

5 Chain rules for subdifferentials

In this section, we will apply results for subdifferentials of optimal value func-
tions obtained in Section 4 to derive chain rules for subdifferentials of com-
posite functions.

Theorem 5.1 Let f : X → R be a lower semicontinous function on an As-
plund space X, and g : R → R be a lower semicontinuous, nondecreasing
function. Suppose that g ◦ f is finite at x̄ and ȳ := f(x̄). Suppose further that

(i) X×epi g and epi f×R satisfy the condition (Q2) at (x̄, ȳ, g(ȳ)) for ∂ = ∂M ;
in particular,

(ii) X × epi g and epi f × R satisfy the condition (Q1) at (x̄, ȳ, g(ȳ)).

Then one has the inclusions

∂F (g ◦ f)(x̄) ⊂
⋃

λ∈∂Mg(ȳ), λ>0

[
λ∂Mf(x̄)

⋃
∂∞Mf(x̄)

]
,

∂∞F (g ◦ f)(x̄) ⊂
⋃

λ∈∂∞M g(ȳ), λ>0

[
λ∂Mf(x̄)

⋃
∂∞Mf(x̄)

]
.
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In addition, if for every sequence xk
g◦f−−→ x̄ one has f(xk)→ f(x̄), then

∂M (g ◦ f)(x̄) ⊂
⋃

λ∈∂Mg(ȳ), λ>0

[
λ∂Mf(x̄)

⋃
∂∞Mf(x̄)

]
,

∂∞M (g ◦ f)(x̄) ⊂
⋃

λ∈∂∞M g(ȳ), λ>0

[
λ∂Mf(x̄)

⋃
∂∞Mf(x̄)

]
.

Proof Define F : X ⇒ R by F (x) := [f(x),∞). Then, GrF = epi f. Besides,
since g is nondecreasing, one has (g ◦ f)(x) = inf

y∈F (x)
g(y) for any x ∈ X.

This means that the composite g ◦ f is the optimal value function µ of the
problem (P), where the objective function does not depend on the parameter x.
Thus, to obtain the upper estimates for the Fréchet subdifferential and the
Fréchet singular subdifferential of the composite g◦f , we apply Proposition 4.2
to get the following inclusions

∂F (g ◦ f)(x̄) ⊂
⋃

λ∈∂Mg(ȳ)

D∗MF (x̄, ȳ)(λ), (5.1)

∂∞F (g ◦ f)(x̄) ⊂
⋃

λ∈∂∞M g(ȳ)

D∗MF (x̄, ȳ)(λ). (5.2)

Meanwhile, under the additional condition xk
g◦f−−→ x̄ implying f(xk)→ f(x̄),

we see that the solution map is µ-inner semicontinuous. Thus, by applying
Proposition 4.4, we obtain the inclusions

∂M (g ◦ f)(x̄) ⊂
⋃

λ∈∂Mg(ȳ)

D∗MF (x̄, ȳ)(λ), (5.3)

∂∞M (g ◦ f)(x̄) ⊂
⋃

λ∈∂∞M g(ȳ)

D∗MF (x̄, ȳ)(λ). (5.4)

Let us compute D∗MF (x̄, ȳ)(λ). By definition, x∗ ∈ D∗MF (x̄, ȳ)(λ) if and
only if (x∗,−λ) ∈ NM ((x̄, ȳ); GrF ). Since GrF = epi f and ȳ = f(x̄), the
latter is equivalent to (x∗,−λ) ∈ NM ((x̄, f(x̄)); epi f). If λ = 0, the latter
means x∗ ∈ ∂∞Mf(x̄). If λ 6= 0, then it follows from [29, Proposition 2.1] that

(x∗,−λ) ∈ NM ((x̄, f(x̄)); epi f)⇐⇒ λ > 0 and x∗ ∈ ∂M (λf)(x̄).

Moreover, when λ > 0, [31, Proposition 6.17(d)] yields ∂M (λf)(x̄) = λ∂Mf(x̄).
In summary, we get

D∗MF (x̄, ȳ)(λ) = λ∂Mf(x̄)
⋃
∂∞Mf(x̄), λ > 0. (5.5)

Therefore, we receive upper estimates for the Fréchet subdifferential and the
Fréchet singular subdifferential of g◦f from (5.1), (5.2), and (5.5), respectively.
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Meanwhile, combining (5.3) with (5.5) (resp., (5.4) with (5.5)) gives the up-
per valuation for the Mordukhovich subdifferential (resp., the Mordukhovich
singular subdifferential) of g ◦ f .

The proof is complete. ut

By Proposition 3.9, the next corollary follows directly from Theorem 5.1.

Corollary 5.1 The conclusions of Theorem 5.1 still hold if the assumption of
assertion (i) (in particular (ii)) is replaced by

({0} × ∂∞Mg(ȳ)) ∩ (−NM (x̄, ȳ); epi f)) = {(0, 0)}. (5.6)

Remark 5.1 In [29, Theorem 4.10], Ngai and Théra studied formulas for esti-
mating the Mordukhovich subdifferential and the Mordukhovich singular sub-
differential of the composite g◦f , where g : Rn → R∪{+∞}, f = (f1, f2, ..., fn)
with fi : X → R∪{+∞}, i = 1, 2, ..., n. More precisely, besides necessary con-
ditions, the authors employed a condition which implies (5.6) for the case
n = 1. Although our results are established for a smaller class of problems, we
require regularity assumptions which are weaker than those of [29, Theorem
4.10]. In addition, we derived upper estimates for the Fréchet subdifferential
and the Fréchet singular subdifferential of the composite that have not been
mentioned in the literature.

Let us recall some definitions from [21, Chapter 1]. Let X,Y be normed
spaces andK ⊂ Y be a closed convex cone. Define an order in Y with respect to
the coneK by a ≤K b if and only if b−a ∈ K. A function g : Y → R is calledK-
nondecreasing if y1 ≤K y2 implies g(y1) ≤ g(y2). For a given map f : X → Y ,
epigraph of f is the set epi f := {(x, y) ∈ X × Y | f(x) ≤K y}. The map f is
said to be K-convex if and only if f(αx1 +(1−α)x2) ≤K αf(x1)+(1−α)f(x2)
for every x1, x2 ∈ X and α ∈ [0, 1]. Corresponding to a fixed y∗ ∈ Y ∗, the
scalarization of the map f is given by (y∗ ◦f)(x) = 〈y∗, f(x)〉 for every x ∈ X.

The chain rules in ordered spaces in the upcoming theorem are derived
from Proposition 4.6.

Theorem 5.2 Let X,Y be normed spaces and K ⊂ Y be a closed convex cone.
Besides, let f : X → Y be a K-convex map and g : Y → R be a convex and
K-nondecreasing function. Suppose that g ◦ f is finite at x̄ and ȳ := f(x̄).

(i) If X × epi g and epi f × R satisfy the condition (Q1) at (x̄, ȳ, g(ȳ)), then

∂MR(g ◦ f)(x̄) =
⋃

y∗∈∂MRg(ȳ)

∂MR(y∗ ◦ f)(x̄), (5.7)

∂∞(g ◦ f)(x̄) =
⋃

y∗∈∂∞g(ȳ)

∂MR(y∗ ◦ f)(x̄). (5.8)

(ii) If X×dom g and epi f satisfy the condition (Q1) at (x̄, ȳ), then (5.8) holds.
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Proof Note that the composition g ◦ f : X → R is a convex function because
the map f is K-convex and the function g is convex and K-nondecreasing.
Consider the set-valued map F : X ⇒ Y with F (x) := {y ∈ Y | f(x) ≤K y},
x ∈ X. It is not hard to see that GrF = epi f and F is convex because f is
K-convex. Besides, since g is K-nondecreasing, one has (g◦f)(x) = inf

y∈F (x)
g(y)

for any x ∈ X. Thus, it follows from Proposition 4.6(i) that

∂MR(g ◦ f)(x̄) =
⋃

y∗∈∂MRg(ȳ)

D∗F (x̄, ȳ)(y∗)

and, when the assumption (i) of this theorem is satisfied,

∂∞(g ◦ f)(x̄) =
⋃

y∗∈∂∞g(ȳ)

D∗F (x̄, ȳ)(y∗). (5.9)

Similarly, Proposition 4.6(ii) implies (5.9) under the assumption (ii) of this
theorem. Therefore, to finish the proof, it remains to show that

D∗F (x̄, ȳ)(y∗) = ∂MR(y∗ ◦ f)(x̄), ∀y∗ ∈ ∂MRg(ȳ) ∪ ∂∞g(ȳ). (5.10)

To prove (5.10), we fix y∗ ∈ ∂MRg(ȳ) ∪ ∂∞g(ȳ). Let x∗ ∈ D∗F (x̄, ȳ)(y∗).
Then, (x∗,−y∗) ∈ N((x̄, ȳ); GrF ) by definition. As GrF = epi f , the last
inclusion means that 〈x∗, x− x̄〉−〈y∗, y− ȳ〉 ≤ 0 for every (x, y) ∈ X×Y with
f(x) ≤K y. Particularly, one has 〈x∗, x− x̄〉 ≤ 〈y∗, f(x)− ȳ〉 ≤ 0 for all x ∈ X.
Since ȳ = f(x̄), the latter means that 〈x∗, x − x̄〉 ≤ 〈y∗, f(x) − f(x̄)〉 ≤ 0 for
any x ∈ X, which yields x∗ ∈ ∂MR(g◦f)(x̄). Conversely, let x∗ ∈ ∂MR(g◦f)(x̄),
we need prove that x∗ ∈ D∗F (x̄, ȳ)(y∗), i.e.,

(x∗,−y∗) ∈ N((x̄, ȳ); GrF ) = N((x̄, ȳ); epi f).

Indeed, pick any (x, y) ∈ X × Y satisfying f(x) ≤K y and put u := y − f(x).
Since f(x̄) ≤K f(x̄), one has f(x̄)− u ≤K f(x̄). This implies that

g ◦ (f(x̄)− u) ≤ (g ◦ f)(x̄), (5.11)

because g isK-nondecreasing. To continue, we consider the following two cases:
Case 1: y∗ ∈ ∂MR(g ◦ f)(x̄). Then, one has 〈y∗, v − f(x̄)〉 ≤ g(v)− g(f(x̄))

for any v ∈ Y . Therefore with v := f(x̄)− u, one gets

〈y∗, f(x̄)− u− f(x̄)〉 ≤ g ◦ (f(x̄)− u)− (g ◦ f)(x̄),

which is equivalent to 〈y∗,−u〉 ≤ g◦(f(x̄)−u)−(g◦f)(x̄). From this and (5.11),
one obtains 〈y∗,−u〉 ≤ 0.

Case 2: y∗ ∈ ∂∞(g◦f)(x̄). Then, y∗ ∈ N(f(x̄); dom g) because g is a convex
function. So, by definition, one has

〈y∗, v − f(x̄) ≤ 0, ∀v ∈ Y, g(v) < +∞. (5.12)
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Notice that v := f(x̄) − u ∈ dom g due to the inequality (5.11) and the
fact that x̄ ∈ dom (g ◦ f). Thus, applying (5.12) for v := f(x̄) − u yields
〈y∗, f(x̄)− u− f(x̄)〉 ≤ 0; or equivalently, 〈y∗,−u〉 ≤ 0.

We have just shown that 〈y∗,−u〉 ≤ 0 for both cases y∗ ∈ ∂MR(g◦f)(x̄) and
y∗ ∈ ∂∞(g ◦ f)(x̄). Inserting u = y− f(x) again into the last inequality yields
〈y∗, f(x)〉 ≤ 〈y∗, y〉. By adding 〈y∗,−f(x̄)〉 to both sides of this inequality, we
obtain

〈y∗, f(x)− f(x̄)〉 ≤ 〈y∗, y − f(x̄)〉. (5.13)

Now using the fact that x∗ ∈ ∂MR(y∗ ◦ f)(x̄), we obtain

〈x∗, x− x̄〉 ≤ 〈y∗, f(x)− f(x̄)〉. (5.14)

It follows from (5.13) and (5.14) that 〈x∗, x − x̄〉 ≤ 〈y∗, y − f(x̄)〉. Because
this inequality holds for arbitrary (x, y) ∈ X × Y such that f(x) ≤K y, we
conclude that (x∗,−y∗) ∈ N((x̄, ȳ); epi f), where ȳ = f(x̄).

The proof is complete. ut

Thanks to Proposition 3.10, we get a consequence of Theorem 5.2 as follows.

Corollary 5.2 In addition to the assumptions of Theorem 5.2, suppose that
X,Y are Banach spaces and epi f, epi g are closed sets.

(i) If either epi f is CEL at (x̄, ȳ) or epi g is CEL at (ȳ, g(ȳ)) and

({0} × ∂∞g(ȳ)) ∩ (−N(x̄, ȳ); epi f)) = {(0, 0)}, (5.15)

then one has (5.7) and (5.8).
(ii) If dom g is CEL at (ȳ, g(ȳ)) and (5.15) is valid, then one gets (5.8).

Remark 5.2 Assuming that X,Y are locally convex topological vector spaces,
Mordukhovich et al. [26, Theorem 7.6], [25, Theorem 4.60] obtained formula (5.7)
under the supposition that there exists x ∈ X with g being finite and contin-
uous at some point y ∈ Y satisfying f(x) ≤K y. Following the reasoning in [1,
Section 6], we can see that if X and Y are finite-dimensional, then the latter
assumption is stronger than the assumption of Corollary 5.2(i).

Remark 5.3 In the particular case when Y = R and K := R+, i.e., when
f : X → R is a convex function and g : R → R is a nondecreasing convex
function, formulas (5.7) and (5.8) respectively become

∂MR(g ◦ f)(x̄) =
⋃

λ∈∂MRg(ȳ), λ≥0

λ∂MRf(x̄),

∂∞(g ◦ f)(x̄) =
⋃

λ∈∂∞g(ȳ), λ≥0

λ∂MRf(x̄).
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This follows from the fact that if g : R→ R is a nondecreasing convex function,
then for a given number λ ∈ R, λ ∈ ∂MRg(ȳ) or λ ∈ ∂∞g(ȳ) only if λ ≥ 0.
Indeed, suppose first that λ ∈ ∂MRg(ȳ). Then, λ(y − ȳ) ≤ g(y)− g(ȳ) for any
y ∈ R. Thus, choosing y := ȳ − 1 and using the nondecreasing property of g
yield λ ≥ 0. Similarly, suppose now λ ∈ ∂∞g(ȳ). Then λ ∈ dom g(ȳ) because
of the convexity of g. Thus, λ(y − ȳ) ≤ 0 for any y ∈ R with g(y) < +∞. So,
as before, choosing y := ȳ − 1 and using the nondecreasing property of g, we
get λ ≥ 0.
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37. Zălinescu, C.: Convex Analysis in General Vector Spaces. World Scientific, New Jersey-

London-Singapore-Hong Kong (2002)


	Introduction
	Preliminaries
	Metric qualification conditions and intersection rules for normal cones
	Subdifferentials of optimal value functions
	Chain rules for subdifferentials
	Statements and Declarations

