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#### Abstract

This paper addresses the Mountain Pass Theorem for locally Lipschitz functions on finite-dimensional vector spaces in terms of tangencies. Namely, let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a locally Lipschitz function with a mountain pass geometry. Let $$
c:=\inf _{\gamma \in \mathcal{A}} \max _{t \in[0,1]} f(\gamma(t))
$$ where $\mathcal{A}$ is the set of all continuous paths joining $x^{*}$ to $y^{*}$. We show that either $c$ is a critical value of $f$ or $c$ is a tangency value at infinity of $f$. This reduces to the Mountain Pass Theorem of Ambrosetti and Rabinowitz in the case where the function $f$ is definable (such as, semi-algebraic) in an o-minimal structure.


## 1. Introduction

The celebrated Mountain Pass Theorem of Ambrosetti and Rabinowitz [2] is a very useful tool in nonlinear analysis with many important applications. For more details, we refer the reader to the comprehensive monographs $[1,16,18,26,28,31]$ with the references therein.

The aim of this paper is to provide a version of the Mountain Pass Theorem for locally Lipschitz functions on finite-dimensional vector spaces in terms of tangencies. To be more precise, let us recall some basic terminology.

Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a $C^{1}$ function and let $x^{*}, y^{*} \in \mathbb{R}^{n}$ be such that there exists an open neighborhood $\mathcal{U}$ of $x^{*}$ satisfying the conditions $y^{*} \notin \overline{\mathcal{U}}$ and

$$
\max \left\{f\left(x^{*}\right), f\left(y^{*}\right)\right\}<\inf _{x \in \mathscr{\mathcal { U }}} f(x)
$$

Consider the family $\mathcal{A}$ of all continuous paths joining $x^{*}$ to $y^{*}$ and set

$$
c:=\inf _{\gamma \in \mathcal{A}} \max _{t \in[0,1]} f(\gamma(t))
$$

The following relation is well-known and has many interesting applications:

$$
c \in K_{0}(f) \cup K_{\infty}(f)
$$
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where $K_{0}(f)$ is the set of critical values of $f$ and $K_{\infty}(f)$ is the set of values at which $f$ does not satisfy the weak Palais-Smale condition, i.e.,

$$
K_{0}(f):=\left\{t \in \mathbb{R}: \text { there is a point } x \in \mathbb{R}^{n} \text { such that } \nabla f(x)=0 \text { and } f(x)=t\right\}
$$

and

$$
K_{\infty}(f):=\left\{\begin{array}{cl}
t \in \mathbb{R}: & \text { there is a sequence } x^{k} \rightarrow \infty \text { such that } \\
& f\left(x^{k}\right) \rightarrow t \text { and }\left\|x^{k}\right\|\left\|\nabla f\left(x^{k}\right)\right\| \rightarrow 0
\end{array}\right\}
$$

In a difference line of development, suppose that the function $f$ is polynomial (or more general, definable in an o-minimal structure; see [30] for more on the subject). It is well known that there exists a (minimal) finite set $B(f) \subset \mathbb{R}$, called the bifurcation set of $f$, such that the restriction map

$$
f: \mathbb{R}^{n} \backslash f^{-1}(B(f)) \rightarrow \mathbb{R} \backslash B(f)
$$

is a locally trivial $C^{\infty}$-fibration (see, for example, $[3,11,13,20,25,29,27]$ ). Since $f$ may not be proper, the bifurcation set $B(f)$ contains not only the set of critical values $K_{0}(f)$, but also the set $B_{\infty}(f)$ of atypical values at infinity corresponding to the critical points at infinity. While the set $K_{0}(f)$ is relatively well understood, the other set $B_{\infty}(f)$ is still mysterious. To control the set $B_{\infty}(f)$, we can use the set $T_{\infty}(f)$ of tangency values (at infinity) of $f$ :

$$
T_{\infty}(f):=\left\{\begin{array}{cc}
t \in \mathbb{R}: & \text { there is a sequence } x^{k} \rightarrow \infty \text { such that } \\
& f\left(x^{k}\right) \rightarrow t \text { and } \operatorname{rank}\left\{\nabla f\left(x^{k}\right), x^{k}\right\}=1
\end{array}\right\} .
$$

It is well-known (see, for example, $[10,12,15,17,19]$ ) that $T_{\infty}(f)$ is a finite set and

$$
B_{\infty}(f) \subset T_{\infty}(f) \subset K_{\infty}(f)
$$

The inclusions may be strict (see [21, 22]).

Motivated by the aforementioned works and the usefulness of tangencies in semi-algebraic optimization (see [12, 14, 15, 17, 24] for more details), we will show in Theorem 3.1 that

$$
c \in K_{0}(f) \cup T_{\infty}(f)
$$

Actually, the same conclusion holds even when the function $f$ is not assumed to be differentiable, but merely locally Lipschitz continuous.

The rest of the paper is organized as follows. Section 2 covers some preliminary materials. Section 3 presents the main result and its proof.

## 2. Preliminaries

2.1. Notation. Throughout this work we shall consider the Euclidean vector space $\mathbb{R}^{n}$ endowed with its canonical scalar product $\langle\cdot, \cdot\rangle$, and we shall denote its associated norm $\|\cdot\|$. The open ball (resp., the sphere) centered at $\bar{x} \in \mathbb{R}^{n}$ of radius $r$ will be denoted by $\mathbb{B}_{r}(\bar{x})$ (resp., $\mathbb{S}_{r}(\bar{x})$ ). For simplicity, we write $\mathbb{B}_{r}^{n}$ and $\mathbb{S}_{r}^{n-1}$ if $x=0$; and write $\mathbb{B}^{n}$ and $\mathbb{S}^{n-1}$ if $x=0$ and $r=1$. For a subset $A$ of $\mathbb{R}^{n}$, the closure, the boundary and the convex hull of $A$ are denoted by $\bar{A}, \partial A$ and $\operatorname{co}(A)$ respectively. Let $\operatorname{dist}(A, B)$ stand for the Euclidean distance between $A$ and $B \subset \mathbb{R}^{n}$, namely

$$
\operatorname{dist}(A, B):=\inf \{\|x-y\|: x \in A, y \in B\}
$$

For convenience, if $B \neq \emptyset$, set $\operatorname{dist}(\emptyset, B):=+\infty$.
2.2. Subdifferential of locally Lipschitz mappings. Here we recall the notions and some elementary properties of the Clarke subdifferential and the generalized directional derivative of locally Lipschitz functions used in this paper. The reader is referred to $[6,7,8]$ for more details.

Definition 2.1. Let $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be a locally Lipschitz mapping. The Clarke subdifferential of $F$ at $x \in \mathbb{R}^{n}$ is defined by

$$
\partial F(x):=\operatorname{co}\left\{\lim d_{x^{k}} F: x^{k} \rightarrow x \text { and } F \text { is differentiable at } x^{k}\right\},
$$

where $d_{x^{k}} F$ is the differential of $F$ at $x^{k}$, which can be identified with the Jacobian matrix of $F$ at $x^{k}$.

Definition 2.2. Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a locally Lipschitz function and $v \in \mathbb{R}^{n}$. The generalized directional derivative of $f$ at $x$ in the direction $v$, denoted by $f^{\circ}(x ; v)$, is defined as follows:

$$
f^{\circ}(x ; v):=\limsup _{y \rightarrow x, h \rightarrow 0^{+}} \frac{f(y+h v)-f(y)}{h} .
$$

Lemma 2.1. [8, Propositions 2.1.2 and 2.1.5] Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a locally Lipschitz function. Then we have:
(i) For all $x \in \mathbb{R}^{n}$, the set $\partial f(x)$ is a non-empty, convex, compact subset of $\mathbb{R}^{n}$.
(ii) The set-valued mapping $\partial f$ is upper semi-continuous on $\mathbb{R}^{n}$, i.e., for any $x \in \mathbb{R}^{n}$, if $x^{k} \in \mathbb{R}^{n}$ and $w^{k} \in \partial f\left(x^{k}\right)$ are sequences such that $x^{k} \rightarrow x$ and $w^{k} \rightarrow w$, then $w \in \partial f(x)$.
(iii) $f^{\circ}(x ; v)=\max _{w \in \partial f(x)}\langle w, v\rangle$ for any $v \in \mathbb{R}^{n}$.

The following lemma is a slightly changed version of [5, Lemma 3.3].
Lemma 2.2. Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a locally Lipschitz function and $b>0$. Suppose that $U \subset \mathbb{R}^{n}$ is an open set such that

$$
\inf _{w \in \partial f(x)}\|w\| \geqslant 2 b \text { for all } x \in U
$$

Then there exists a locally Lipschitz vector field $\mathrm{v}(x)$ defined on $U$ satisfying

$$
\|\mathrm{v}(x)\|<1 \text { and }\langle w, \mathrm{v}(x)\rangle>b \text { for any } w \in \partial f(x)
$$

Proof. Note that the assumption of the lemma is the conclusion of [5, Lemma 3.2] which is used to prove [5, Lemma 3.3], so the proof is completely similar to that of [5, Lemma 3.3].

In the sequel, we will need the following lemma.
Lemma 2.3. Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a locally Lipschitz function and $D \subset \mathbb{R}^{n}$ be a compact set. For each $\epsilon>0$, there is $h_{0}=h_{0}(\epsilon)>0$ such that for all $y \in N_{h_{0}}(D), h \in\left(0, h_{0}\right]$ and $v \in \overline{\mathbb{B}}^{n}$, we have

$$
\frac{f(y+h v)-f(y)}{h}<f^{\circ}(x ; v)+\epsilon,
$$

where $N_{h_{0}}(D)$ is the closed neighborhood of radius $h_{0}$ of $D$ and $x \in D$ is a point such that $\operatorname{dist}(y, D)=\|y-x\|$.

Proof. By contradiction, assume that there is $\epsilon_{0}>0$ such that for all integer $k>0$, there are $y^{k} \in N_{\frac{1}{k}}(D), x^{k} \in D, h_{k} \in\left(0, \frac{1}{k}\right]$ and $v^{k} \in \overline{\mathbb{B}}^{n}$ such that

$$
\begin{equation*}
\operatorname{dist}\left(y^{k}, D\right)=\left\|y^{k}-x^{k}\right\| \quad \text { and } \quad \frac{f\left(y^{k}+h_{k} v^{k}\right)-f\left(y^{k}\right)}{h_{k}} \geqslant f^{\circ}\left(x^{k} ; v^{k}\right)+\epsilon \tag{1}
\end{equation*}
$$

By taking subsequences if necessary, we can suppose that the sequences $x^{k}$ and $v^{k}$ converge to the limits $x^{0}$ and $v^{0}$, respectively. Since $f$ is locally Lipschitz, there is a neighborhood $U$ of $x^{0}$ and a constant $K>0$ such that $f$ is Lipschitz on $U$ with the constant $K$. In addition, by definition and by shrinking $U$ if necessary, we can suppose that there is $\widetilde{h}>0$ such that

$$
\frac{f\left(y+h v^{0}\right)-f(y)}{h}<f^{\circ}\left(x^{0} ; v^{0}\right)+\frac{\epsilon}{4}
$$

for all $y \in U$ and $h \in(0, \widetilde{h}]$. Set

$$
z^{k}:=y^{k}+h_{k}\left(v^{k}-v^{0}\right) .
$$

It is clear that $y^{k} \rightarrow x^{0}, z^{k} \rightarrow x^{0}$ and $z^{k}+h_{k} v^{0} \rightarrow x^{0}$ as $k \rightarrow+\infty$. Consequently, for $k$ large enough so that $y^{k}, z^{k} \in U, K\left\|v^{k}-v^{0}\right\|<\frac{\epsilon}{4}$ and $h_{k}<\widetilde{h}$, we have

$$
\begin{aligned}
\frac{f\left(y^{k}+h_{k} v^{k}\right)-f\left(y^{k}\right)}{h_{k}}= & \frac{f\left(y^{k}+h_{k}\left(v^{k}-v^{0}\right)+h_{k} v^{0}\right)-f\left(y^{k}+h_{k}\left(v^{k}-v^{0}\right)\right)}{h_{k}} \\
& +\frac{f\left(y^{k}+h_{k}\left(v^{k}-v^{0}\right)\right)-f\left(y^{k}\right)}{h_{k}} \\
= & \frac{f\left(z^{k}+h_{k} v^{0}\right)-f\left(z^{k}\right)}{h_{k}}+\frac{f\left(z^{k}\right)-f\left(y^{k}\right)}{h_{k}} \\
< & f^{\circ}\left(x^{0} ; v^{0}\right)+\frac{\epsilon}{4}+K\left\|v^{k}-v^{0}\right\|<f^{\circ}\left(x^{0} ; v^{0}\right)+\frac{\epsilon}{2} .
\end{aligned}
$$

This contradicts (1) and so ends the proof of the lemma.

## 3. The main result and its proof

For a locally Lipschitz function $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$, we define the set of critical values of $f$ and the set of tangency values (at infinity) of $f$, respectively, by

$$
K_{0}(f):=\left\{t \in \mathbb{R}: \text { there is } x \in f^{-1}(t) \text { such that } 0 \in \partial f(x)\right\}
$$

and

$$
T_{\infty}(f):=\left\{\begin{array}{cl}
t \in \mathbb{R}: & \text { there are sequences } x^{k} \rightarrow \infty \text { and } v^{k} \in \partial f\left(x^{k}\right) \text { such that } \\
& f\left(x^{k}\right) \rightarrow t \text { and } \operatorname{rank}\left\{x^{k}, v^{k}\right\}=1
\end{array}\right\} .
$$

The main result of the paper is as follows.
Theorem 3.1 (Mountain pass). Let $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a locally Lipschitz function and let $x^{*}, y^{*} \in \mathbb{R}^{n}$ with $x^{*} \neq y^{*}$. Assume that there is an open neighborhood $\mathcal{U}$ of $x^{*}$ such that $y^{*} \notin \overline{\mathcal{U}}$ and

$$
f\left(x^{*}\right), f\left(y^{*}\right)<\inf _{x \in \partial \mathcal{U}} f(x)
$$

Let

$$
\begin{equation*}
c:=\inf _{\gamma \in \mathcal{A}} \max _{t \in[0,1]} f(\gamma(t)), \tag{2}
\end{equation*}
$$

where $\mathcal{A}$ stands for the set of all continuous path joining $x^{*}$ to $y^{*}$, i.e.,

$$
\begin{equation*}
\mathcal{A}:=\left\{\gamma \in C\left([0,1], \mathbb{R}^{n}\right): \gamma(0)=x^{*}, \gamma(1)=y^{*}\right\} . \tag{3}
\end{equation*}
$$

Then

$$
c \in K_{0}(f) \cup T_{\infty}(f)
$$

Let us start with some lemmas of preparation.
Lemma 3.1. Let $X \subset \mathbb{R}^{n}$ be a compact set and let $\mathcal{Z}:=\left\{Z_{i}: i=1, \ldots, p\right\}$ be a distinct finite open cover of $X$. Then there exists a constant $\lambda>0$ depending on $\mathcal{Z}$ such that the following statements hold:
(i) For any $i \in\{1, \ldots, p\}$ and any $x \in Z_{i} \cap X$ such that $Z_{i}$ is the unique open set in the cover containing $x$, then $\operatorname{dist}\left(x, \partial Z_{i}\right)>3 \lambda$.
(ii) For any $i \in\{1, \ldots, p\}$ and any $x \in Z_{i} \cap X$ such that $\operatorname{dist}\left(x, \partial Z_{i}\right) \leqslant 3 \lambda$, there is $j \in\{1, \ldots, p\} \backslash\{i\}$ depending on $x$ such that

$$
x \in Z_{j} \quad \text { and } \quad \operatorname{dist}\left(x, \partial Z_{j}\right)>3 \lambda
$$

(iii) Let $i \in\{1, \ldots, p\}$ and $x \in Z_{i} \cap X$ be such that $\operatorname{dist}\left(x, \partial Z_{i}\right)=2 \lambda$ and $\operatorname{dist}(x, X) \leqslant \lambda$. Then for each $y \in X$ with $\|x-y\| \leqslant \lambda$, we have $\operatorname{dist}\left(y, \partial Z_{i}\right) \geqslant \lambda$ and there exists $j \in\{1, \ldots, p\} \backslash\{i\}$ such that

$$
x, y \in Z_{j}, \operatorname{dist}\left(x, \partial Z_{j}\right)>2 \lambda \text { and } \operatorname{dist}\left(y, \partial Z_{j}\right)>3 \lambda .
$$

Proof. (i) By contradiction, assume that for any integer $k>0$, there is an index $i_{k} \in$ $\{1, \ldots, p\}$ and a point $x^{k} \in Z_{i_{k}} \cap X$ such that $Z_{i_{k}}$ is the unique open set in $\mathcal{Z}$ containing $x^{k}$ and $\operatorname{dist}\left(x^{k}, \partial Z_{i_{k}}\right) \leqslant \frac{3}{k}$. Since $\mathcal{Z}$ is finite, by taking a subsequence if necessary, we can suppose that $i_{k}$ is fixed for all $k$, namely, $i_{k}=i \in\{1, \ldots, p\}$. By the compactness of $X$, we can assume that the sequence $x^{k}$ converges to a limit $x^{0} \in X$. Clearly $x^{0} \in \partial Z_{i} \cap X$, in particular, $x^{0} \notin Z_{i}$. Furthermore, $x^{0} \notin Z_{j}$ for all $j \neq i$ since otherwise, $x^{k} \in Z_{j}$ for $k$ large enough which contradicts the fact that $Z_{i}$ is the unique open set in $\mathcal{Z}$ containing $x^{k}$. Consequently, $x^{0} \notin \cup_{j=1, \ldots, p} Z_{j}$. So $x^{0} \notin X$, which is a contradiction.
(ii) Let $\lambda$ be given by item (i). We will show that the statement holds by shrinking $\lambda$. For contradiction, assume that for any integer $k>0$ such that $\frac{1}{k}<\lambda$, there is an index $i_{k} \in\{1, \ldots, p\}$ and a point $x^{k} \in Z_{i_{k}} \cap X$ such that

- $\operatorname{dist}\left(x^{k}, \partial Z_{i_{k}}\right) \leqslant \frac{3}{k}$; and
- for each $j \in\{1, \ldots, p\} \backslash\{i\}$, either $x^{k} \notin Z_{j}$ or $x^{k} \in Z_{j}$ with $\operatorname{dist}\left(x^{k}, \partial Z_{j}\right) \leqslant \frac{3}{k}$.

Since the cover is finite, by taking a subsequence if necessary, we may suppose that $i_{k}$ is fixed for all $k$, namely, $i_{k}=i \in\{1, \ldots, p\}$; moreover, for each $j \in\{1, \ldots, p\} \backslash\{i\}$, either $x^{k} \notin Z_{j}$ for all $k$ or $x^{k} \in Z_{j}$ and $\operatorname{dist}\left(x^{k}, \partial Z_{j}\right) \leqslant \frac{3}{k}$ for all $k$. As $X$ is compact, we may assume that the sequence $x^{k}$ converges to a limit $x^{0} \in X$. Clearly $x^{0} \in \partial Z_{i} \cap X$. For each $j \in\{1, \ldots, p\} \backslash\{i\}$, by construction, either $x^{0} \notin \bar{Z}_{j}$ or $x^{0} \in \bar{Z}_{j}$ with $\operatorname{dist}\left(x^{0}, \partial Z_{j}\right)=0$, in particular, $x^{0} \notin Z_{j}$. Therefore $x^{0} \notin \cup_{j=1, \ldots, p} Z_{j}$. Consequently $x^{0} \notin X$, which is a contradiction.
(iii) Let $\lambda$ be given by (i) and (ii). By assumption, $\mathbb{B}_{2 \lambda}^{n}(x) \subset Z_{i}$. Let $y \in X$ be such that $\|x-y\| \leqslant \lambda$. Then $y \in Z_{i}$. On the other hand,

$$
\operatorname{dist}\left(y, \partial Z_{i}\right) \leqslant\|x-y\|+\operatorname{dist}\left(x, \partial Z_{i}\right) \leqslant 3 \lambda .
$$

By item (ii), there is $j \in\{1, \ldots, p\} \backslash\{i\}$ such that $y \in Z_{j}$ and

$$
\operatorname{dist}\left(y, \partial Z_{j}\right)>3 \lambda
$$

Therefore $\mathbb{B}_{3 \lambda}^{n}(y) \subset Z_{j}$ and so $x \in Z_{j}$. In addition,

$$
\operatorname{dist}\left(x, \partial Z_{j}\right) \geqslant \operatorname{dist}\left(y, \partial Z_{j}\right)-\|x-y\|>2 \lambda
$$

This ends the proof of the lemma.
Lemma 3.2. Let $X \subset \mathbb{R}^{n}$ be a compact set and let $\mathcal{Z}:=\left\{Z_{i}: i=1, \ldots, p\right\}$ be a distinct finite family of open balls covering $X$. Assume that, for each $i$, there is a constant $\rho_{i}>0$, an open set $W_{i} \supset Z_{i}$ and a bi-Lipschitz homeomorphism $\eta_{i}: W_{i} \rightarrow \eta_{i}\left(W_{i}\right) \subset \mathbb{R}^{n}$ such that

$$
\eta_{i}\left(W_{i}\right)=\left\{u \in \mathbb{R}^{n}:\left|u_{j}\right|<\rho_{i}, j=1, \ldots, n\right\} \text { and } \eta_{i}\left(W_{i} \cap X\right) \subset\left\{u \in \mathbb{R}^{n}: u_{2}=0\right\}
$$

Let $\lambda>0$ be the constant depending on $\mathcal{Z}$ given by Lemma 3.1 and $L \geqslant 1$ be a common Lipschitz constant of $\eta_{1}, \ldots, \eta_{p}, \eta_{1}^{-1}, \ldots, \eta_{p}^{-1}$. Let $\gamma:[a, b] \rightarrow \mathbb{R}^{n}$ be a continuous piecewise linear curve such that $\operatorname{dist}(\gamma(t), X) \leqslant \frac{\lambda}{2 L^{2}}$ for $t \in[a, b]$. Then there exist finite sequences
$a=: T_{0}<\cdots<T_{q}:=b$ and $i_{0} \neq i_{1} \neq \cdots \neq i_{q-1}$ with $i_{k} \in\{1, \ldots, p\}(k=0, \ldots, q-1)$ such that:
(i) $\gamma\left[T_{k-1}, T_{k}\right] \subset W_{i_{k-1}}$ for $k=1, \ldots, q$; and
(ii) $\eta_{i_{k}}^{-1}\left(w^{k}\right) \in W_{i_{k-1}} \cap W_{i_{k}}$ for $k=1, \ldots, q-1$, where

$$
z^{k}:=\eta_{i_{k}}\left(\gamma\left(T_{k}\right)\right) \text { and } w^{k}:=\left(z_{1}^{k}, w_{2}^{k}, z_{3}^{k}, \ldots, z_{n}^{k}\right)
$$

with

$$
w_{2}^{k}=\left\{\begin{array}{lll}
-z_{2}^{k} & \text { if } & z_{2}^{k} \neq 0 \\
-\frac{\lambda}{L} & \text { if } & z_{2}^{k}=0
\end{array}\right.
$$

Proof. The construction of the desired sequence is done by induction as follow.
Step 1: $k=0$. Let $y^{0} \in X$ be such that $\left\|y^{0}-\gamma\left(T_{0}\right)\right\|=\operatorname{dist}\left(\gamma\left(T_{0}\right), X\right)<\lambda$. In view of Lemma 3.1(i)-(ii), there is $i_{0} \in\{1, \ldots, p\}$ such that $y^{0} \in Z_{i_{0}}$ and $\operatorname{dist}\left(y^{0}, \partial Z_{i_{0}}\right)>3 \lambda$. So

$$
\operatorname{dist}\left(\gamma\left(T_{0}\right), \partial Z_{i_{0}}\right) \geqslant \operatorname{dist}\left(y^{0}, \partial Z_{i_{0}}\right)-\left\|y^{0}-\gamma\left(T_{0}\right)\right\|>2 \lambda
$$

Hence $\gamma\left(T_{0}\right) \in Z_{i_{0}}$. Set

$$
S_{1}:=\sup \left\{t \in\left[T_{0}, b\right]: \gamma(s) \in Z_{i_{0}} \text { for all } s \in\left[T_{0}, t\right]\right\}>T_{0} .
$$

If $S_{1}=b$, then set $T_{1}:=b$ and we are done. Otherwise, we have $\gamma\left(S_{1}\right) \in \partial Z_{i_{0}}$. So if we let

$$
T_{1}:=\sup \left\{t \in\left[T_{0}, b\right]: \operatorname{dist}\left(\gamma(s), \partial Z_{i_{0}}\right) \geqslant 2 \lambda \text { for all } s \in\left[T_{0}, t\right]\right\},
$$

then clearly

$$
T_{0}<T_{1}<b, \quad \gamma\left[T_{0}, T_{1}\right] \subset W_{i_{0}}, \quad \text { and } \operatorname{dist}\left(\gamma\left(T_{1}\right), \partial Z_{i_{0}}\right)=2 \lambda
$$

By Lemma 3.1(iii), there is $i_{1} \neq i_{0}$ such that $\gamma\left(T_{1}\right) \in Z_{i_{1}}$ and $\operatorname{dist}\left(\gamma\left(T_{1}\right), \partial Z_{i_{1}}\right)>2 \lambda$.
Step 2: Induction. For $k \geqslant 0$, assume that we have constructed sequences $a=$ : $T_{0}<\cdots<T_{k}$, $i_{0} \neq i_{1} \neq \cdots \neq i_{k}$ and $\left\{y^{0}, \ldots, y^{k}\right\}$ such that, for $l=1, \ldots, k$, we have:
(a) $T_{l}:=\sup \left\{t \in\left[T_{l-1}, b\right]: \operatorname{dist}\left(\gamma(s), \partial Z_{i_{l-1}}\right) \geqslant 2 \lambda\right.$ for all $\left.s \in\left[T_{l-1}, t\right]\right\}$;
(b) $\operatorname{dist}\left(\gamma\left(T_{l}\right), \partial Z_{i_{l-1}}\right)=2 \lambda$ and $\operatorname{dist}\left(\gamma\left(T_{l}\right), \partial Z_{i_{l}}\right)>2 \lambda$;
(c) $\gamma\left[T_{l-1}, T_{l}\right] \subset W_{i_{l-1}}$;
(d) $\left\|y^{l-1}-\gamma\left(T_{l-1}\right)\right\|=\operatorname{dist}\left(\gamma\left(T_{l-1}\right), X\right)$ and $\left\|y^{k}-\gamma\left(T_{k}\right)\right\|=\operatorname{dist}\left(\gamma\left(T_{k}\right), X\right)$.

Set

$$
S_{k+1}:=\sup \left\{t \in\left[T_{k}, b\right]: \gamma(s) \in Z_{i_{k}} \text { for all } s \in\left[T_{k}, t\right]\right\}>T_{k}
$$

If $S_{k+1}=1$, set $q:=k+1$ and $T_{k+1}:=b$. Then item (i) follows. Contrarily, we have $\gamma\left(S_{k+1}\right) \in \partial Z_{i_{k}}$. Let

$$
T_{k+1}:=\sup \left\{t \in\left[T_{k}, b\right]: \operatorname{dist}\left(\gamma(s), \partial Z_{i_{k}}\right) \leqslant 2 \lambda \text { for all } s \in\left[T_{k}, t\right]\right\}
$$

then clearly $T_{k}<T_{k+1}<b$ and $\operatorname{dist}\left(\gamma\left(T_{k+1}\right), \partial Z_{i_{k}}\right)=2 \lambda$. By Lemma 3.1(iii), there is $i_{k+1} \neq i_{k}$ such that $\gamma\left(T_{k+1}\right) \in Z_{i_{k+1}}$ and $\operatorname{dist}\left(\gamma\left(T_{k+1}\right), \partial Z_{i_{k+1}}\right)>2 \lambda$. Hence the process can be repeated with $k$ replaced by $k+1$.

Observe that the sequence $a=: T_{0}<T_{1}<\cdots$ is finite so there must be $q>0$ such that $T_{q}=b$. Indeed, suppose for contradiction that the sequence $a=: T_{0}<T_{1}<\cdots$ is infinite. Then there exists an index $k$ that appears infinitely many times in the sequence $i_{0} \neq i_{1} \neq \cdots$. This implies that, in view of item (b), $\gamma$ cuts the sphere $\left\{x \in Z_{k}: \operatorname{dist}\left(z, \partial Z_{k}\right)=2 \lambda\right\}$ infinitely many times which is a contradiction since a piecewise linear curve can meets a sphere at finitely many times. Consequently, (i) follows immediately.

Now we show that $\eta_{i_{k}}^{-1}\left(w^{k}\right) \in W_{i_{k-1}} \cap W_{i_{k}}$ for $k=1, \ldots, q-1$. If $z_{2}^{k}=0$, since $\eta_{i_{k}}^{-1}$ is Lipschitz with the constant $L$, then

$$
\begin{equation*}
\left\|\eta_{i_{k}}^{-1}\left(z^{k}\right)-\eta_{i_{k}}^{-1}\left(w^{k}\right)\right\| \leqslant L\left\|z^{k}-w^{k}\right\|=L\left\|z_{2}^{k}-w_{2}^{k}\right\|=\lambda \tag{4}
\end{equation*}
$$

Otherwise, by item (d) and by the assumption $\operatorname{dist}(\gamma(t), X) \leqslant \frac{\lambda}{2 L^{2}}$ for $t \in[a, b]$, we have $\left\|y^{k}-\gamma\left(T_{k}\right)\right\|<\frac{\lambda}{2 L^{2}}$. Hence $\left\|\eta_{i_{k}}\left(y^{k}\right)-z^{k}\right\|<\frac{\lambda}{2 L}$, and so

$$
\begin{align*}
\left\|\eta_{i_{k}}^{-1}\left(z^{k}\right)-\eta_{i_{k}}^{-1}\left(w^{k}\right)\right\| & \leqslant\left\|\eta_{i_{k}}^{-1}\left(z^{k}\right)-\eta_{i_{k}}^{-1}\left(\eta_{i_{k}}\left(y^{k}\right)\right)\right\|+\left\|\eta_{i_{k}}^{-1}\left(\eta_{i_{k}}\left(y^{k}\right)\right)-\eta_{i_{k}}^{-1}\left(w^{k}\right)\right\| \\
& \leqslant\left\|y^{k}-\gamma\left(T_{k}\right)\right\|+L\left\|\eta_{i_{k}}\left(y^{k}\right)-w^{k}\right\| \\
& =\left\|y^{k}-\gamma\left(T_{k}\right)\right\|+L\left\|\eta_{i_{k}}\left(y^{k}\right)-z^{k}\right\|  \tag{5}\\
& \leqslant\left(1+L^{2}\right)\left\|y^{k}-\gamma\left(T_{k}\right)\right\|<\left(1+L^{2}\right) \frac{\lambda}{2 L^{2}} \leqslant \lambda .
\end{align*}
$$

Now (4) and (5), together with the facts $\operatorname{dist}\left(\gamma\left(T_{k}\right), \partial Z_{i_{k-1}}\right)=2 \lambda$, give

$$
\begin{aligned}
\operatorname{dist}\left(\eta_{i_{k}}^{-1}\left(w^{k}\right), \partial Z_{i_{k-1}}\right) & \geqslant \operatorname{dist}\left(\eta_{i_{k}}^{-1}\left(z^{k}\right), \partial Z_{i_{k-1}}\right)-\left\|\eta_{i_{k}}^{-1}\left(z^{k}\right)-\eta_{i_{k}}^{-1}\left(w^{k}\right)\right\| \\
& =\operatorname{dist}\left(\gamma\left(T_{k}\right), \partial Z_{i_{k-1}}\right)-\left\|\eta_{i_{k}}^{-1}\left(z^{k}\right)-\eta_{i_{k}}^{-1}\left(w^{k}\right)\right\|>\lambda
\end{aligned}
$$

Similarly, (4), (5) and $\operatorname{dist}\left(\gamma\left(T_{k}\right), \partial Z_{i_{k}}\right)>2 \lambda \operatorname{imply} \operatorname{dist}\left(\eta_{i_{k}}^{-1}\left(w^{k}\right), \partial Z_{i_{k}}\right)>\lambda$. Therefore $\eta_{i_{k}}^{-1}\left(w^{k}\right) \in W_{i_{k-1}} \cap W_{i_{k}}$ for $k=1, \ldots, q-1$. So (ii) follows and the lemma is proved.

We need the following variant of the constant rank theorem for locally Lipschitz mappings.

Lemma 3.3. Let $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ be a locally Lipschitz mapping with $n \geqslant m$. Assume that each element of $\partial F(x)$ has rank $m$ for any $x$ in a neighborhood of $x^{0} \in \mathbb{R}^{n}$. Then there is an open neighborhood $Z$ of $x^{0}$ in $\mathbb{R}^{n}$ and a bi-Lipschitz homeomorphism $\eta: Z \rightarrow \eta(Z) \subset \mathbb{R}^{n}$ such that

$$
F \circ \eta^{-1}\left(u_{1}, \ldots, u_{n}\right)=\left(u_{1}, \ldots, u_{m}\right)+F\left(x^{0}\right)
$$

for all $\left(u_{1}, \ldots, u_{n}\right) \in \eta(Z)$.
Proof. The proof follows directly from the proof of [4, Theorem 3.1].

Proof of Theorem 3.1. Recall that $\mathcal{A}$ is the set given by (3). For $r \geqslant \max \left\{\left\|x^{*}\right\|,\left\|y^{*}\right\|\right\}$ and $\epsilon>0$, set

$$
\begin{equation*}
\mathcal{A}(r, \epsilon):=\left\{\gamma \in \mathcal{A}: \max _{t \in[0,1]} f(\gamma(t))<c+\epsilon \text { and } \max _{t \in[0,1]}\|\gamma(t)\| \leqslant r\right\} . \tag{6}
\end{equation*}
$$

By definition, for each $\epsilon>0$, there exists $r \gg 1$ such that $\mathcal{A}(r, \epsilon)$ is non-empty so the function

$$
\begin{equation*}
(0,+\infty) \rightarrow(0,+\infty), \quad \epsilon \mapsto R(\epsilon):=\inf \{r: \mathcal{A}(r, \epsilon) \neq \emptyset\} \tag{7}
\end{equation*}
$$

is well-defined and moreover, it is decreasing. In particular, there exists the limit

$$
\lim _{\epsilon \rightarrow 0^{+}} R(\epsilon) \in \mathbb{R} \cup\{+\infty\}
$$

Now Theorem 3.1 is a direct consequence of Propositions 3.1 and 3.2 below.
Proposition 3.1. If $\lim _{\epsilon \rightarrow 0^{+}} R(\epsilon)<+\infty$ then $c \in K_{0}(f)$.
We need some preparation before giving the proof of Proposition 3.1. As $R(\epsilon)$ is decreasing, there is a constant $R_{0}>0$ such that for all $\epsilon>0$, we have $R(\epsilon)<R_{0}$ and so $\mathcal{A}\left(R_{0}, \epsilon\right) \neq \emptyset$. For each integer $k>0$, take $\gamma^{k} \in \mathcal{A}\left(R_{0}, \frac{1}{k}\right)$ and let $D$ be the superior Kuratowski limit of the sequence of non-empty compact sets

$$
D_{k}:=\left\{\gamma^{k}(t): t \in[0,1] \text { and } f\left(\gamma^{k}(t)\right) \geqslant c\right\} .
$$

Namely, $x \in D$ if and only if there is a sequence $x^{k_{l}} \in D_{k_{l}}$ such that $x^{k_{l}} \rightarrow x$ as $l \rightarrow+\infty$. It is clear that $D$ is a non-empty compact set and $f(x)=c$ for any $x \in D$. To prove that $c \in K_{0}(f)$, it is enough to show that there is $x \in D$ such that $0 \in \partial f(x)$. Assume for contradiction that $0 \notin \partial f(x)$ for all $x \in D$. By the compactness of the Clarke subdifferential (Lemma 2.1(i)), it is not hard to see that for each $x \in D$, there is a constant $b_{x}>0$ such that

$$
\inf _{w \in \partial f(x)}\|w\|>4 b_{x}
$$

By Lemma 2.1(ii), there exists a bounded open neighborhood $U_{x}$ of $x$ such that

$$
\inf _{w \in \partial f(y)}\|w\|>2 b_{x} \text { for all } y \in U_{x}
$$

By assumption, we have

$$
f\left(x^{*}\right), f\left(y^{*}\right)<\inf _{x \in \mathscr{\mathcal { U }}} f(x) \leqslant c
$$

Thus $x^{*}, y^{*} \notin D$ and so, we can shrink $U_{x}$ so that $x^{*}, y^{*} \notin U_{x}$.
As $D$ is compact and $\left\{U_{x}: x \in D\right\}$ is an open cover of $D$, there exists a finite open cover of $D$ :

$$
\left\{U_{x^{i}}: x^{i} \in D, i=1, \ldots, p\right\}
$$

Let

$$
b:=\min _{i=1, \ldots, p} b_{x^{i}}>0 \text { and } U:=\bigcup_{i=1}^{p} U_{x^{i}} .
$$

In view of Lemma 2.2, there exists a locally Lipschitz vector field $\mathrm{v}(x)$ defined on $U$ such that

$$
\begin{equation*}
\|\mathrm{v}(x)\|<1 \text { and }\langle w, \mathrm{v}(x)\rangle>b \text { for any } w \in \partial f(x) . \tag{8}
\end{equation*}
$$

Let $h_{0}:=h_{0}\left(\frac{b}{4}\right)$ be the constant determined by Lemma 2.3. So, for all $y \in N_{h_{0}}(D)$, $h \in\left(0, h_{0}\right]$ and $v \in \overline{\mathbb{B}}^{n}$, we have

$$
\begin{equation*}
\frac{f(y+h v)-f(y)}{h}<f^{\circ}(x ; v)+\frac{b}{4}, \tag{9}
\end{equation*}
$$

where $x \in D$ is a point such that $\operatorname{dist}(y, D)=\|y-x\|$. Let $V \subset U$ be an open neighborhood of $D$ such that $\bar{V} \subset U \cap N_{h_{0}}(D)$. By a smooth version of Urysohn's lemma [23, Lemma 1.3.2], there is a smooth function $\varphi: \mathbb{R}^{n} \rightarrow[0,1]$ such that:

$$
\begin{equation*}
\varphi\left(\mathbb{R}^{n} \backslash U\right)=0 \text { and } \varphi(\bar{V})=1 \tag{10}
\end{equation*}
$$

Let

$$
\widetilde{\mathrm{v}}(x):=\varphi(x) \mathrm{v}(x),
$$

which is obviously a locally Lipschitz vector field on $\mathbb{R}^{n}$. This, together with the facts that $U$ is bounded and $\operatorname{supp}(\widetilde{\mathrm{v}}) \subset U$, implies that the vector field $\widetilde{\mathrm{v}}$ is Lipschitz on $\mathbb{R}^{n}$ with a constant $K>0$. Moreover, in view of Lemma 2.1(i), (ii), there is a constant $K^{\prime}>0$ such that $\|w\| \leqslant K^{\prime}$ for all $w \in \partial f(x)$ and $x \in \bar{U}$. We need the following lemma.

Lemma 3.4. For any trajectory $\alpha:\left(t_{1}, t_{2}\right) \rightarrow \mathbb{R}^{n}$ of $-\widetilde{v}$, the function $f \circ \alpha$ is decreasing on $\left(t_{1}, t_{2}\right)$. In addition, for all $u \in\left(t_{1}, t_{2}\right)$ such that $\alpha(u) \in V$, we have

$$
\begin{equation*}
f(\alpha(u+h))-f(\alpha(u))<-\frac{b h}{2} \text { for } h \in\left(0, \min \left\{\frac{b}{2 K K^{\prime}}, h_{0}\right\}\right] \tag{11}
\end{equation*}
$$

where $h_{0}:=h_{0}\left(\frac{b}{4}\right)$ is the constant determined by Lemma 2.3.
Proof. Take any $u \in\left(t_{1}, t_{2}\right)$. For all $s \in\left(t_{1}, t_{2}\right)$, we have

$$
\begin{equation*}
\|\alpha(s)-\alpha(u)\|=\left\|\int_{u}^{s}-\widetilde{\mathrm{v}}\left(\alpha\left(s^{\prime}\right)\right) d s^{\prime}\right\| \leqslant\left|\int_{u}^{s}\left\|\widetilde{\mathrm{v}}\left(\alpha\left(s^{\prime}\right)\right)\right\| d s^{\prime}\right| \leqslant\left|\int_{u}^{s} d s^{\prime}\right|=|s-u| . \tag{12}
\end{equation*}
$$

Observe that the first statement is clear if $\alpha(u) \notin \operatorname{supp} \widetilde{\mathrm{v}} \subset U$ so assume that $\alpha(u) \in \operatorname{supp} \widetilde{\mathrm{v}}$. Thus $\varphi(\alpha(u))>0$ and so $\alpha(u) \in U$. Let

$$
\epsilon:=\frac{\varphi(\alpha(u))}{4} b>0 .
$$

For all $h \in\left(0, \frac{\varphi(\alpha(u)) b}{2 K K^{\prime}}\right]$ small enough, we have

$$
\begin{align*}
\frac{f(\alpha(u+h))-f(\alpha(u))}{h}< & f^{\circ}\left[\alpha(u) ; \frac{\alpha(u+h)-\alpha(u)}{h}\right]+\epsilon \\
= & \max _{w \in \partial f(\alpha(u))}\left\langle w, \frac{\alpha(u+h)-\alpha(u)}{h}\right\rangle+\epsilon \\
= & \max _{w \in \partial f(\alpha(u))} \frac{1}{h}\left\langle w, \int_{u}^{u+h}-\widetilde{\mathrm{v}}(\alpha(s)) d s\right\rangle+\epsilon \\
= & -\min _{w \in \partial f(\alpha(u))} \frac{1}{h}\left\langle w, \int_{u}^{u+h} \widetilde{\mathrm{v}}(\alpha(s)) d s\right\rangle+\epsilon \\
\leqslant & -\min _{w \in \partial f(\alpha(u))} \frac{1}{h}\left\langle w, \int_{u}^{u+h} \widetilde{\mathrm{v}}(\alpha(u)) d s\right\rangle+ \\
& \max _{w \in \partial f(\alpha(u))} \frac{1}{h}\left\langle w, \int_{u}^{u+h}(\widetilde{\mathrm{v}}(\alpha(s))-\widetilde{\mathrm{v}}(\alpha(u))) d s\right\rangle+\epsilon \\
\leqslant & -\min _{w \in \partial f(\alpha(u)))}\langle w, \widetilde{\mathrm{v}}(\alpha(u))\rangle+  \tag{13}\\
& \max _{w \in \partial f(\alpha(u))} \frac{\|w\|}{h} \int_{u}^{u+h}\|\widetilde{\mathrm{v}}(\alpha(s))-\widetilde{\mathrm{v}}(\alpha(u))\| d s+\epsilon \\
\leqslant & \min _{w \in \partial f(\alpha(u))}\langle w, \varphi(\alpha(u)) \mathrm{v}(\alpha(u))\rangle+ \\
& \max _{w \in \partial f(\alpha(u))} \frac{\|w\|}{h} \int_{u}^{u+h} K\|\alpha(s)-\alpha(u)\| d s+\epsilon \\
< & -\varphi(\alpha(u)) b+\frac{K K^{\prime}}{h} \int_{u}^{u+h}(s-u) d s+\epsilon \\
= & -\varphi(\alpha(u)) b+\frac{K K^{\prime}}{h} \int_{u}^{u+h} d\left(\frac{s^{2}}{2}-u s\right)+\epsilon \\
= & -\varphi(\alpha(u)) b+\frac{K K^{\prime} h}{2}+\epsilon,
\end{align*}
$$

where the first inequality follows from the definition of generalized directional derivative, the first equality follows from Lemma 2.1(iii) and the last inequality follows from (8) and (12). Therefore

$$
\begin{equation*}
f(\alpha(u+h))-f(\alpha(u))<-\varphi(\alpha(u)) b h+\frac{K K^{\prime} h^{2}}{2}+\epsilon h \leqslant-\frac{\varphi(\alpha(u))}{2} b h<0 \tag{14}
\end{equation*}
$$

This implies that $f \circ \alpha$ is decreasing at $u$.
It remains to prove the second statement. Assume $\alpha(u) \in V$. In view of (10), we have $\varphi(\alpha(u))=1$. Moreover, $\frac{\alpha(u+h)-\alpha(u)}{h} \in \overline{\mathbb{B}}^{n}$ by (12). Thus, in view of (9), for all $h \in\left(0, \min \left\{\frac{b}{2 K K^{\prime}}, h_{0}\right\}\right]$, by replacing the first inequality in (13) by the following one

$$
\frac{f(\alpha(u+h))-f(\alpha(u))}{h}<f^{\circ}\left[x ; \frac{\alpha(u+h)-\alpha(u)}{h}\right]+\epsilon,
$$

where $x \in D$ is a point such that $\operatorname{dist}(\alpha(u), D)=\|\alpha(u)-x\|$, and repeating the computation in (13), we get

$$
\frac{f(\alpha(u+h))-f(\alpha(u))}{h}<-b+\frac{K K^{\prime} h}{2}+\epsilon .
$$

Consequently

$$
f(\alpha(u+h))-f(\alpha(u))<-b h+\frac{K K^{\prime} h^{2}}{2}+\epsilon h \leqslant-\frac{b h}{2} .
$$

Proof of Proposition 3.1. Let

$$
h:=\min \left\{\frac{b}{2 K K^{\prime}}, h_{0}\right\}>0 .
$$

By construction, it is clear that $\sup _{x \in D_{k}} \operatorname{dist}(x, D) \rightarrow 0$ as $k \rightarrow+\infty$. Therefore, for $k$ large enough,

$$
\begin{equation*}
D_{k} \subset V \quad \text { and } \quad \frac{1}{k}<\frac{h b}{2} \tag{15}
\end{equation*}
$$

Let us fix such an integer $k$. For each $t \in[0,1]$, let $\phi(t, s)$ be the (unique) trajectory of $-\widetilde{v}$ with the initial condition $\phi(t, 0)=\gamma^{k}(t)$, i.e.,

$$
\phi(t, s)=\gamma^{k}(t)-\int_{0}^{s} \widetilde{\mathrm{v}}\left(\phi\left(t, s^{\prime}\right)\right) d s^{\prime}
$$

According to [9, Theorem 9.5], the mapping $\phi$ is continuous with respect to $t$. By construction, $x^{*}, y^{*} \notin U$ and $\widetilde{\mathrm{v}}$ vanishes outside of $U$. So

$$
\phi(0, s)=\gamma^{k}(0)=x^{*} \text { and } \phi(1, s)=\gamma^{k}(0)=y^{*} \text { for all } s .
$$

Consequently $\phi(\cdot, h) \in \mathcal{A}$. We will show that $f(\phi(t, h))<c$ for any $t \in[0,1]$ which contradicts (2). Note that for $t \in[0,1]$ such that $\phi(t, 0)=\gamma^{k}(t) \notin D_{k}$, in light of Lemma 3.4, one has

$$
\begin{equation*}
f(\phi(t, h)) \leqslant f(\phi(t, 0))=f\left(\gamma^{k}(t)\right)<c . \tag{16}
\end{equation*}
$$

Thus it is enough to consider $t \in[0,1]$ such that $\gamma^{k}(t) \in D_{k}$. Observe that for all such $t$, we have $\varphi(\phi(t, 0))=1$ in light of (10) and (15). Therefore, by Lemma 3.4, the fact $\gamma^{k} \in \mathcal{A}\left(R_{0}, \frac{1}{k}\right)$ and (15), we get

$$
\begin{equation*}
f(\phi(t, h))<f(\phi(t, 0))-\frac{b h}{2}<c+\frac{1}{k}-\frac{b h}{2}<c \tag{17}
\end{equation*}
$$

Now, from (16) and (17), it follows that $f(\phi(t, h))<c$ for all $t \in[0,1]$. This contradicts the definition of $c$ given by (2) and so ends the proof of Proposition 3.1.

Proposition 3.2. If $\lim _{\epsilon \rightarrow 0^{+}} R(\epsilon)=+\infty$ then $c \in T_{\infty}(f)$.
Let us make some preparation before proving Proposition 3.2. Recall that the set $\mathcal{A}(r, \epsilon)$ and the real number $R(\epsilon)$ are defined respectively by (6) and (7). Let $\epsilon^{\prime}>0$. For any $\gamma \in \mathcal{A}\left(R(\epsilon)+\epsilon^{\prime}, \epsilon\right)$, we have $\gamma \backslash \mathbb{B}_{R(\epsilon)}^{n} \neq \emptyset$, so the set

$$
I=I(\gamma):=\{t \in[0,1]:\|\gamma(t)\| \geqslant R(\epsilon)\}
$$

is non-empty.

Lemma 3.5. For all $\epsilon>0$ small enough, we have

$$
f^{-1}(c+\epsilon) \neq \emptyset \text { and } R(\epsilon)>\max \left\{\left\|x^{*}\right\|,\left\|y^{*}\right\|\right\} .
$$

Moreover, for all $\epsilon^{\prime}>0$ (depending on $\epsilon$ ) small enough, there is a piecewise linear curve $\gamma \in \mathcal{A}\left(R(\epsilon)+\epsilon^{\prime}, \epsilon\right)$ such that $f(\gamma(t))>c$ for all $t \in I=I(\gamma)$.

Proof. The first statement is clear so let us prove the second one. For this, let $\epsilon^{\prime}>0$ be such that

$$
\begin{equation*}
2 \epsilon^{\prime}<\min \left\{\operatorname{dist}\left(\{f \leqslant c\} \cap \overline{\mathbb{B}}_{R(\epsilon)+1}^{n}, f^{-1}(c+\epsilon / 2)\right), R(\epsilon)-\left\|x^{*}\right\|, R(\epsilon)-\left\|y^{*}\right\|, 2\right\} . \tag{18}
\end{equation*}
$$

Pick an arbitrary $\beta \in \mathcal{A}\left(R(\epsilon)+\epsilon^{\prime}, \epsilon\right)$, we will deform $\beta$ to get the desired curve. Set

$$
g(t):= \begin{cases}\|\beta(t)\| & \begin{array}{l}
\text { if }\|\beta(t)\| \leqslant R(\epsilon)-\epsilon^{\prime} \\
\text { or } f(\beta(t)) \geqslant c+\epsilon / 2
\end{array} \\
\max \left\{\begin{array}{l}
R(\epsilon)-\epsilon^{\prime}, \\
\|\beta(t)\|-\operatorname{dist}\left(\beta(t), f^{-1}(c+\epsilon / 2)\right)
\end{array}\right\} & \text { otherwise. }\end{cases}
$$

Let us show that $g$ is continuous on $[0,1]$. Observe that the function

$$
[0,1] \rightarrow \mathbb{R}, t \mapsto \max \left\{R(\epsilon)-\epsilon^{\prime},\|\beta(t)\|-\operatorname{dist}\left(\beta(t), f^{-1}(c+\epsilon / 2)\right)\right\}
$$

is continuous. Thus, it is clear that $g$ is continuous at any $t \in[0,1]$ such that

$$
\|\beta(t)\| \neq R(\epsilon)-\epsilon^{\prime} \text { and } f(\beta(t)) \neq c+\epsilon / 2
$$

It remains to show that $g$ is continuous at any $t \in[0,1]$ such that

$$
\|\beta(t)\|=R(\epsilon)-\epsilon^{\prime} \quad \text { or } \quad f(\beta(t))=c+\epsilon / 2
$$

Firstly, let $t \in[0,1]$ be such that $\|\beta(t)\|=R(\epsilon)-\epsilon^{\prime}$. Suppose that $t_{k} \in[0,1]$ is a sequence such that $t_{k} \rightarrow t$ with $\left\|\beta\left(t_{k}\right)\right\|>R(\epsilon)-\epsilon^{\prime}$, we need to show that $g\left(t_{k}\right) \rightarrow g(t)$ (note that if such a sequence does not exist, then $g$ is continuous at $t$ obviously). For this, it is enough to assume that

$$
\begin{equation*}
\left\|\beta\left(t_{k}\right)\right\|-\operatorname{dist}\left(\beta\left(t_{k}\right), f^{-1}(c+\epsilon / 2)\right)>R(\epsilon)-\epsilon^{\prime} \tag{19}
\end{equation*}
$$

for all $k$ and show that

$$
\left\|\beta\left(t_{k}\right)\right\|-\operatorname{dist}\left(\beta\left(t_{k}\right), f^{-1}(c+\epsilon / 2)\right) \searrow R(\epsilon)-\epsilon^{\prime}=\|\beta(t)\|
$$

This is equivalent to show that $\operatorname{dist}\left(\beta\left(t_{k}\right), f^{-1}(c+\epsilon / 2)\right) \rightarrow 0$, i.e.,

$$
\operatorname{dist}\left(\beta(t), f^{-1}(c+\epsilon / 2)\right)=0
$$

On the other hand, from (19), we get

$$
\left\|\beta\left(t_{k}\right)\right\|>R(\epsilon)-\epsilon^{\prime}+\operatorname{dist}\left(\beta\left(t_{k}\right), f^{-1}(c+\epsilon / 2)\right)
$$

Letting $k \rightarrow+\infty$, we get

$$
\|\beta(t)\| \geqslant R(\epsilon)-\epsilon^{\prime}+\operatorname{dist}\left(\beta(t), f^{-1}(c+\epsilon / 2)\right)=\|\beta(t)\|+\operatorname{dist}\left(\beta(t), f^{-1}(c+\epsilon / 2)\right) .
$$

Hence dist $\left(\beta(t), f^{-1}(c+\epsilon / 2)\right)=0$ and so $g$ is continuous at any $t \in[0,1]$ such that $\|\beta(t)\|=$ $R(\epsilon)-\epsilon^{\prime}$. Now we show that $g$ is continuous at any $t \in[0,1]$ such that $f(\beta(t))=c+\epsilon / 2$. Let $t_{k} \in[0,1]$ be a sequence such that $t_{k} \rightarrow t$. Without loss of generality, assume that $\|\beta(t)\|>R(\epsilon)-\epsilon^{\prime}$ and $\left\|\beta\left(t_{k}\right)\right\| \neq\|\beta(t)\|$ for all $k$. Note that

$$
\left\|\beta\left(t_{k}\right)\right\|-\operatorname{dist}\left(\beta\left(t_{k}\right), f^{-1}(c+\epsilon / 2)\right) \rightarrow\|\beta(t)\|-\operatorname{dist}\left(\beta(t), f^{-1}(c+\epsilon / 2)\right)=\|\beta(t)\| .
$$

Thus, for $k$ large enough,

$$
\left\|\beta\left(t_{k}\right)\right\|-\operatorname{dist}\left(\beta\left(t_{k}\right), f^{-1}(c+\epsilon / 2)\right)>R(\epsilon)-\epsilon^{\prime}
$$

Hence, by definition,

$$
g\left(t_{k}\right)=\left\|\beta\left(t_{k}\right)\right\|-\operatorname{dist}\left(\beta\left(t_{k}\right), f^{-1}(c+\epsilon / 2)\right)
$$

which yields $g\left(t_{k}\right) \rightarrow\|\beta(t)\|$. Consequently $g$ is continuous at any $t \in[0,1]$ such that $f(\beta(t))=c+\epsilon / 2$ and so is continuous on $[0,1]$.

Set

$$
\zeta(t):=\left\{\begin{array}{lll}
g(t) \frac{\beta(t)}{\|\beta(t)\|} & \text { if } & \beta(t) \neq 0 \\
0 & \text { if } & \beta(t)=0
\end{array}\right.
$$

We will show that $\zeta$ has the desired properties except being piecewise linear. It is clear that $\zeta(t)$ is continuous and

$$
\|\zeta(t)\| \leqslant\|\beta(t)\| \leqslant R(\epsilon)+\epsilon^{\prime} \text { for any } t \in[0,1]
$$

By (18) and by the definition of the function $g$, it follows that $\zeta(0)=\beta(0)=x^{*}$ and $\zeta(1)=$ $\beta(1)=y^{*}$. Moreover, for all $t \in[0,1]$ such that $\|\beta(t)\|>R(\epsilon)-\epsilon^{\prime}$ and $f(\beta(t))<c+\epsilon / 2$, we have

$$
\begin{aligned}
\|\beta(t)-\zeta(t)\|=\|\beta(t)\|-g(t) & =\min \left\{\|\beta(t)\|-\left(R(\epsilon)-\epsilon^{\prime}\right), \operatorname{dist}\left(\beta(t), f^{-1}(c+\epsilon / 2)\right)\right\} \\
& \leqslant \operatorname{dist}\left(\beta(t), f^{-1}(c+\epsilon / 2)\right)
\end{aligned}
$$

This, together with the fact $f(\beta(t))<c+\epsilon / 2$, implies $f(\zeta(t)) \leqslant c+\epsilon / 2$. Consequently $\zeta \in \mathcal{A}\left(R(\epsilon)+\epsilon^{\prime}, \epsilon\right)$. Now we show that $f(\zeta(t))>c$ for all $t \in I(\zeta)$. Assume that $\|\zeta(t)\| \geqslant R(\epsilon)$, then $\|\beta(t)\| \geqslant R(\epsilon)$ and so

$$
\epsilon^{\prime}>\|\beta(t)-\zeta(t)\|=\operatorname{dist}\left(\beta(t), f^{-1}(c+\epsilon / 2)\right)
$$

Combining this with (18) gives

$$
\begin{aligned}
\operatorname{dist}\left(\zeta(t), f^{-1}(c+\epsilon / 2)\right) & \leqslant\|\beta(t)-\zeta(t)\|+\operatorname{dist}\left(\beta(t), f^{-1}(c+\epsilon / 2)\right) \\
& <2 \epsilon^{\prime}<\operatorname{dist}\left(\{f \leqslant c\} \cap \overline{\mathbb{B}}_{R(\epsilon)+1}^{n}, f^{-1}(c+\epsilon / 2)\right) \\
& \leqslant \operatorname{dist}\left(\{f \leqslant c\} \cap \overline{\mathbb{B}}_{R(\epsilon)+\epsilon^{\prime}}^{n}, f^{-1}(c+\epsilon / 2)\right)
\end{aligned}
$$

which yields $f(\zeta(t))>c$.
Finally, we need to deform $\zeta$ to get the desired curve. Set

$$
\lambda:=\min \left\{c+\epsilon-\max _{t \in[0,1]} f(\zeta(t)), \min _{t \in I(\zeta)} f(\zeta(t))-c\right\}>0
$$

Since $\zeta$ and $f$ are continuous on $[0,1]$ and $\overline{\mathbb{B}}_{R(\epsilon)+\epsilon^{\prime}}^{n}$, respectively, they are uniformly continuous on the respective sets by the Heine-Cantor theorem. Thus there are constants $\nu, \nu^{\prime}>0$ such that

$$
\|\zeta(t)-\zeta(s)\|<\nu \text { for } t, s \in[a, b] \text { with }|t-s|<\nu^{\prime}
$$

and

$$
|f(x)-f(y)|<\lambda \text { for } x, y \in \overline{\mathbb{B}}_{R(\epsilon)+\epsilon^{\prime}}^{n} \text { with }\|x-y\|<\nu
$$

Let $a=: T_{0}<T_{1}<\cdots<T_{q}:=b$ be a finite sequence such that $\left|T_{i}-T_{i-1}\right|<\nu^{\prime}$, for $i=1, \ldots, q$ and let $\gamma:[0,1] \rightarrow \overline{\mathbb{B}}_{R(\epsilon)+\epsilon^{\prime}}^{n}$ be the continuous piecewise linear curve defined by the sequence $\left\{\zeta\left(T_{0}\right), \ldots, \zeta\left(T_{q}\right)\right\}$ so $\gamma(0)=\zeta(0), \gamma(1)=\zeta(1)$. It is not hard to check the following facts:
(a) $\|\gamma(t)\| \leqslant R(\epsilon)+\epsilon^{\prime}$ for any $t \in[0,1]$;
(b) $\max \left\{\left|f(\gamma(t))-f\left(\zeta\left(T_{i-1}\right)\right)\right|,\left|f(\gamma(t))-f\left(\zeta\left(T_{i}\right)\right)\right|\right\}<\lambda$ for $t \in\left[T_{i-1}, T_{i}\right](i=1, \ldots, q)$.

For all $t \in[0,1]$, let $i$ be such that $t \in\left[T_{i-1}, T_{i}\right]$. By (b), we have

$$
\begin{aligned}
f(\gamma(t)) & \leqslant f\left(\gamma\left(T_{i}\right)\right)+\left|f(\gamma(t))-f\left(\gamma\left(T_{i}\right)\right)\right|=f\left(\zeta\left(T_{i}\right)\right)+\left|f(\gamma(t))-f\left(\zeta\left(T_{i}\right)\right)\right| \\
& <f\left(\zeta\left(T_{i}\right)\right)+\lambda \leqslant f\left(\zeta\left(T_{i}\right)\right)+c+\epsilon-\max _{s \in[0,1]} f(\zeta(s)) \leqslant c+\epsilon .
\end{aligned}
$$

Combining this with (a) yields

$$
\gamma \in \mathcal{A}\left(R(\epsilon)+\epsilon^{\prime}, \epsilon\right)
$$

We will show that $f(\gamma(t))>c$ for all $t \in I=I(\gamma)$, which ends the proof of the lemma. Pick arbitrarily $t \in I$ and assume that $\left[\zeta\left(T_{i-1}\right), \zeta\left(T_{i}\right)\right]$ is the line segment containing $\gamma(t)$. Since $\|\gamma(t)\| \geqslant R(\epsilon)$, it follows that $\max \left\{\left\|\zeta\left(T_{i-1}\right)\right\|,\left\|\zeta\left(T_{i}\right)\right\|\right\} \geqslant R(\epsilon)$. Without loss of generality, assume that $\left\|\zeta\left(T_{i}\right)\right\| \geqslant R(\epsilon)$, so $\zeta\left(T_{i}\right) \in I(\zeta)$. From this and (b), we get

$$
\begin{aligned}
f(\gamma(t)) & \geqslant f\left(\gamma\left(T_{i}\right)\right)-\left|f(\gamma(t))-f\left(\gamma\left(T_{i}\right)\right)\right|=f\left(\zeta\left(T_{i}\right)\right)-\left|f(\gamma(t))-f\left(\zeta\left(T_{i}\right)\right)\right| \\
& >f\left(\zeta\left(T_{i}\right)\right)-\lambda \geqslant f\left(\zeta\left(T_{i}\right)\right)-\min _{t \in I(\zeta)} f(\zeta(t))-c \geqslant c .
\end{aligned}
$$

The lemma is proved.
Now the proof needs the following key lemma.
Lemma 3.6. Let $\epsilon>0$ be as in Lemma 3.5. Then there are $x \in X:=f^{-1}([c, c+\epsilon]) \cap \mathbb{S}_{R(\epsilon)}^{n-1}$ and $v \in \partial f(x)$ such that $x$ and $v$ are linear dependent.

Proof. The construction in the proof is illustrated in the figure below.


Consider the mapping $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{2}$ defined by $F(x):=\left(f(x),\|x\|^{2}\right)$. In light of $[8$, Proposition 2.6.2(e)], for $x \neq 0$, we have

$$
\partial F(x) \subset \partial f(x) \times\{2 x\}=\left\{\binom{v}{2 x}: v \in \partial f(x)\right\} .
$$

Assume for contradiction that $x$ and $v$ are linearly independent for all $x \in X$ and all $v \in$ $\partial f(x)$. Then we have $\operatorname{rank}(w)=2$ for all $x \in X$ and all $w \in \partial F(x)$. In view of Lemma 3.3, for each $x \in X$, there exist an open neighborhood $W_{x}$ of $x$ and a bi-Lipschitz homeomorphism $\eta_{x}: W_{x} \rightarrow \eta_{x}\left(W_{x}\right) \subset \mathbb{R}^{n}$ with $\eta_{x}(x)=0$ such that

$$
\begin{equation*}
F \circ \eta_{x}^{-1}\left(u_{1}, u_{2}, \ldots, u_{n}\right)=\left(u_{1}, u_{2}\right)+F(x)=\left(u_{1}, u_{2}\right)+\left(f(x), R(\epsilon)^{2}\right), \tag{20}
\end{equation*}
$$

for all $u=\left(u_{1}, \ldots, u_{n}\right) \in \eta_{x}\left(W_{x}\right)$. For each $x$, shrinking $W_{x}$ if necessary so that $x^{*}, y^{*} \notin W_{x}$. It is clear that there is $\rho_{x}>0$ such that

$$
B_{x}:=\left\{u \in \mathbb{R}^{n}:\left|u_{i}\right|<\rho_{x}, i=1, \ldots, n\right\} \subset \eta_{x}\left(W_{x}\right)
$$

Shrinking $W_{x}$ more if necessary so that $B_{x}=\eta_{x}\left(W_{x}\right)$. By construction, for any $\left(u_{1}, \ldots, u_{n}\right) \in$ $B_{x},(20)$ is equivalent to the following equalities

$$
\begin{equation*}
f\left(\eta_{x}^{-1}\left(u_{1}, u_{2}, \ldots, u_{n}\right)\right)=u_{1}+f(x) \text { and }\left\|\eta_{x}^{-1}\left(u_{1}, u_{2}, \ldots, u_{n}\right)\right\|^{2}=u_{2}+R(\epsilon)^{2} \tag{21}
\end{equation*}
$$

Let $Z_{x} \subset W_{x}$ be an open ball centered at $x$. As $\left\{Z_{x}: x \in X\right\}$ is an open cover of $X$, by compactness, there are distinct points $\left\{x^{1}, \ldots, x^{p}\right\} \in X$ such that

$$
X \subset \bigcup_{i=1}^{p} Z_{x^{i}}
$$

Let $\lambda>0$ be the constant depending on the cover $\left\{Z_{x^{i}}: i=1, \ldots, p\right\}$ given by Lemma 3.1 and $L \geqslant 1$ be a common Lipschitz constant for $\eta_{1}:=\eta_{x^{1}}, \ldots, \eta_{p}:=\eta_{x^{p}}, \eta_{1}^{-1}, \ldots, \eta_{p}^{-1}$. Set $\nu:=\frac{\lambda}{2 L^{2}}$. Let $\epsilon^{\prime}>0$ and $\gamma$ be, respectively, the constant and the piecewise linear curve depending on $\epsilon^{\prime}$ determined by Lemma 3.5. We will show that if $\epsilon^{\prime}>0$ is small enough, then

$$
\begin{equation*}
\gamma \backslash \mathbb{B}_{R(\epsilon)}^{n} \subset N_{\nu}\left(f^{-1}[c, c+\epsilon] \cap \mathbb{S}_{R(\epsilon)}^{n-1}\right) . \tag{22}
\end{equation*}
$$

Indeed, assume for contradiction that for all $k>0$ large enough, there is $\gamma^{k} \in \mathcal{A}\left(R(\epsilon)+\frac{1}{k}, \epsilon\right)$ and

$$
y^{k} \in \gamma^{k} \backslash\left(\mathbb{B}_{R(\epsilon)}^{n} \cup N_{\nu}\left(f^{-1}[c, c+\epsilon] \cap \mathbb{S}_{R(\epsilon)}^{n-1}\right)\right) \neq \emptyset
$$

Observe that $R(\epsilon) \leqslant\left\|y^{k}\right\| \leqslant R(\epsilon)+\frac{1}{k}$. So by compactness, the sequence $y^{k}$ has at least a cluster point, say $y^{0}$. Clearly $\left\|y^{0}\right\|=R(\epsilon)$. In addition, as $c<f\left(y^{k}\right) \leqslant c+\epsilon$ in view of Lemma 3.5, one has $c \leqslant f\left(y^{0}\right) \leqslant c+\epsilon$. Hence

$$
y^{0} \in f^{-1}[c, c+\epsilon] \cap \mathbb{S}_{R(\epsilon)}^{n-1} .
$$

On the other hand, since $y^{k} \notin N_{\nu}\left(f^{-1}[c, c+\epsilon] \cap \mathbb{S}_{R(\epsilon)}^{n-1}\right)$, it follows that

$$
\operatorname{dist}\left(y^{k}, f^{-1}[c, c+\epsilon] \cap \mathbb{S}_{R(\epsilon)}^{n-1}\right)>\nu
$$

By letting $k \rightarrow+\infty$, we get

$$
\operatorname{dist}\left(y^{0}, f^{-1}[c, c+\epsilon] \cap \mathbb{S}_{R(\epsilon)}^{n-1}\right) \geqslant \nu
$$

which is a contradiction. Therefore (22) must hold for $\epsilon^{\prime}>0$ sufficiently small. We will deform $\gamma$ to get an other piecewise linear curve $\widetilde{\gamma} \in \mathcal{A}(R(\epsilon), \epsilon)$ such that $\|\widetilde{\gamma}(t)\|<R(\epsilon)$ for any $t \in[0,1]$. As $\gamma$ is piecewise linear, $\gamma \backslash \mathbb{B}_{R(\epsilon)}^{n}$ has finitely many connected components. Without loss of generality, assume that $\gamma \backslash \mathbb{B}_{R(\epsilon)}^{n}$ is connected. In fact, if $\gamma \backslash \mathbb{B}_{R(\epsilon)}^{n}$ is not connected, then it is enough to apply the process below on each connected component of $\gamma \backslash \mathbb{B}_{R(\epsilon)}^{n}$.

Let $[a, b] \subset(0,1)$ be the interval such that $\gamma(t) \geqslant R(\epsilon)$ if and only if $t \in[a, b]$. In view of Lemma 3.2, there exist finite sequences $a=: T_{0}<\cdots<T_{q}:=b$ and $i_{0} \neq i_{1} \neq \cdots \neq i_{q-1}$ with $i_{k} \in\{1, \ldots, p\}(k=0, \ldots, q)$ such that:
(a) $\gamma\left[T_{k-1}, T_{k}\right] \subset W_{i_{k-1}}$ for $k=1, \ldots, q$; and
(b) $\eta_{i_{k}}^{-1}\left(w^{k}\right) \in W_{i_{k-1}} \cap W_{i_{k}}$ for $k=1, \ldots, q-1$, where

$$
z^{k}:=\eta_{i_{k}}\left(\gamma\left(T_{k}\right)\right) \text { and } w^{k}:=\left(z_{1}^{k}, w_{2}^{k}, z_{3}^{k}, \ldots, z_{n}^{k}\right)
$$

with

$$
w_{2}^{k}=\left\{\begin{array}{ccc}
-z_{2}^{k} & \text { if } & z_{2}^{k} \neq 0 \\
-\frac{\lambda}{L} & \text { if } & z_{2}^{k}=0
\end{array}\right.
$$

Since $\gamma$ is continuous, for $\delta>0$ small enough, we have

$$
\begin{gathered}
a-\delta \in[0,1], b+\delta \in[0,1] \\
\gamma(a-\delta) \in W_{i_{0}} \text { and } \gamma(b+\delta) \in W_{i_{q-1}} .
\end{gathered}
$$

Let

$$
\begin{gather*}
a-\delta=: \widetilde{T}_{0}<\widetilde{T}_{1}:=T_{1}<\cdots<\widetilde{T}_{q-1}:=T_{q-1}<\widetilde{T}_{q}:=b+\delta, \\
w^{0}:=\eta_{i_{0}}\left(\gamma\left(\widetilde{T}_{0}\right)\right) \in \eta_{i_{0}}\left(W_{i_{0}}\right)=B_{x_{i_{0}}}, \widetilde{w}^{q}:=\eta_{i_{q-1}}\left(\gamma\left(\widetilde{T}_{q}\right)\right) \in \eta_{i_{q-1}}\left(W_{i_{q-1}}\right)=B_{x_{i_{q-1}}} \tag{23}
\end{gather*}
$$

and

$$
\widetilde{w}^{k}:=\eta_{i_{k-1}}\left(\eta_{i_{k}}^{-1}\left(w^{k}\right)\right) \text { for } k=1, \ldots, q-1 .
$$

Define the curve

$$
\widetilde{\gamma}(t):= \begin{cases}\gamma(t) & \text { if } t \in[0,1] \backslash\left(\widetilde{T}_{0}, \widetilde{T}_{q}\right) \\ \eta_{i_{k-1}}^{-1}\left[w^{k-1}+\frac{t-\widetilde{T}_{k-1}}{\widetilde{T}_{k}-\widetilde{T}_{k-1}}\left(\widetilde{w}^{k}-w^{k-1}\right)\right] & \text { if } t \in\left[\widetilde{T}_{k-1}, \widetilde{T}_{k}\right](k=1, \ldots, q) .\end{cases}
$$

We note the following facts:

- $\widetilde{\gamma}\left(\widetilde{T}_{0}\right)=\eta_{i_{0}}^{-1}\left(w^{0}\right)=\gamma\left(\widetilde{T}_{0}\right)$,
- $\eta_{i_{k}}^{-1}\left(w^{k}\right)=\eta_{i_{k-1}}^{-1}\left(\widetilde{w}^{k}\right)$ for $k=1, \ldots, q-1$,
- $\widetilde{\gamma}\left(\widetilde{T}_{q}\right)=\eta_{i_{q-1}}^{-1}\left(\widetilde{w}^{q}\right)=\gamma\left(\widetilde{T}_{q}\right)$, and
- $w^{k-1}, \widetilde{w}^{k} \in B_{x_{i_{k}}}$ for $k=1, \ldots, q$.

Thus $\widetilde{\gamma}$ is continuous. We will prove that $\|\widetilde{\gamma}(t)\|<R(\epsilon)$ and $f(\widetilde{\gamma}(t))<c+\epsilon$ for any $t \in[0,1]$, which contradicts the definition of $R(\epsilon)$. Clearly,

$$
\|\widetilde{\gamma}(t)\|<R(\epsilon) \quad \text { and } \quad f(\widetilde{\gamma}(t))<c+\epsilon \text { for all } t \in[0,1] \backslash\left(\widetilde{T}_{0}, \widetilde{T}_{q}\right) .
$$

So it remains to show that $\|\widetilde{\gamma}(t)\|<R(\epsilon)$ and $f(\widetilde{\gamma}(t))<c+\epsilon$ for all $t \in\left(\widetilde{T}_{0}, \widetilde{T}_{q}\right)$.
This and (23) implies

$$
\left\|\eta_{i_{0}}^{-1}\left(w^{0}\right)\right\|=\left\|\gamma\left(\widetilde{T}_{0}\right)\right\|<R(\epsilon) \text { and }\left\|\eta_{i_{q-1}}^{-1}\left(\widetilde{w}^{q}\right)\right\|=\left\|\gamma\left(\widetilde{T}_{q}\right)\right\|<R(\epsilon)
$$

On the other hand, by (21),

$$
\left\|\eta_{i_{0}}^{-1}\left(w^{0}\right)\right\|^{2}=w_{2}^{0}+R(\epsilon)^{2} \text { and }\left\|\eta_{i_{q-1}}^{-1}\left(\widetilde{w}^{q}\right)\right\|^{2}=\widetilde{w}_{2}^{q}+R(\epsilon)^{2} .
$$

Hence

$$
\begin{equation*}
w_{2}^{0}<0 \text { and } \widetilde{w}_{2}^{q}<0 \tag{24}
\end{equation*}
$$

In light of (21), (b) and the fact $\widetilde{T}_{k}=T_{k} \in[a, b]=I(\gamma)$ for $k=1, \ldots, q-1$, we have

$$
z_{2}^{k}+R(\epsilon)^{2}=\left\|\eta_{i_{k}}^{-1}\left(z^{k}\right)\right\|^{2}=\left\|\gamma\left(\widetilde{T}_{k}\right)\right\|^{2} \geqslant R(\epsilon)^{2} .
$$

So $z_{2}^{k} \geqslant 0$. By construction, it follows that

$$
\begin{equation*}
w_{2}^{k}<0 \text { for } k=1, \ldots, q-1 \tag{25}
\end{equation*}
$$

Hence

$$
\widetilde{w}_{2}^{k}+R(\epsilon)^{2}=\left\|\eta_{i_{k-1}}^{-1}\left(\widetilde{w}^{k}\right)\right\|^{2}=\left\|\eta_{i_{k}}^{-1}\left(w^{k}\right)\right\|^{2}=w_{2}^{k}+R(\epsilon)^{2}<R(\epsilon)^{2}
$$

where the first and third equalities follows from (21). This yields

$$
\begin{equation*}
\widetilde{w}_{2}^{k}<0 \text { for } k=1, \ldots, q-1 \tag{26}
\end{equation*}
$$

Combining (24), (25) and (26), we get

$$
\begin{equation*}
w_{k-1}, \widetilde{w}^{k} \in B_{x_{i_{k-1}}} \cap\left\{u \in \mathbb{R}^{n}: u_{2}<0\right\} \text { for } k=1, \ldots, q \tag{27}
\end{equation*}
$$

As $\gamma \in \mathcal{A}\left(R(\epsilon)+\epsilon^{\prime}, \epsilon\right)$, we get

$$
f\left(\gamma\left(\widetilde{T}_{0}\right)\right)<c+\epsilon \quad \text { and } \quad f\left(\gamma\left(\widetilde{T}_{q}\right)\right)<c+\epsilon
$$

On the other hand, by $(21)$ and the facts $\gamma\left(\widetilde{T}_{0}\right) \in W_{i_{0}}$ and $\gamma\left(\widetilde{T}_{q}\right) \in W_{i_{q-1}}$ (by (23)), we get

$$
f\left(\gamma\left(\widetilde{T}_{0}\right)\right)=w_{1}^{0}+f\left(x^{i_{0}}\right) \text { and } f\left(\gamma\left(\widetilde{T}_{q}\right)\right)=\widetilde{w}_{1}^{q}+f\left(x^{i_{q-1}}\right)
$$

Thus

$$
\begin{equation*}
w_{1}^{0}<c+\epsilon-f\left(x^{i_{0}}\right) \text { and } \widetilde{w}_{1}^{q}<c+\epsilon-f\left(x^{i_{q-1}}\right) \tag{28}
\end{equation*}
$$

In view of $(21)$, for $k=1, \ldots, q-1$, we have

$$
f\left(\eta_{i_{k}}^{-1}\left(w^{k}\right)\right)=w_{1}^{k}+f\left(x^{i_{k}}\right)=z_{1}^{k}+f\left(x^{i_{k}}\right)=f\left(\eta_{i_{k}}^{-1}\left(z^{k}\right)\right)=f\left(\gamma\left(\widetilde{T}_{k}\right)\right)<c+\epsilon
$$

So

$$
\begin{equation*}
w_{1}^{k}<c+\epsilon-f\left(x^{i_{k}}\right) \text { for } k=1, \ldots, q-1 \tag{29}
\end{equation*}
$$

In addition,

$$
\widetilde{w}_{1}^{k}+f\left(x^{i_{k-1}}\right)=f\left(\eta_{i_{k-1}}^{-1}\left(\widetilde{w}^{k}\right)\right)=f\left(\eta_{i_{k}}^{-1}\left(w^{k}\right)\right)<c+\epsilon
$$

This implies

$$
\begin{equation*}
\widetilde{w}_{1}^{k}<c+\epsilon-f\left(x^{i_{k-1}}\right) \text { for } k=1, \ldots, q-1 \tag{30}
\end{equation*}
$$

From (28), (29) and (30), we get

$$
\begin{equation*}
w_{k-1}, \widetilde{w}^{k} \in B_{x_{i_{k-1}}} \cap\left\{u \in \mathbb{R}^{n}: u_{1}<c+\epsilon-f\left(x^{i_{k-1}}\right)\right\} \text { for } k=1, \ldots, q \tag{31}
\end{equation*}
$$

Now for $k=1, \ldots, q$, by (27) and (31), we get

$$
w^{k-1}, \widetilde{w}^{k} \in B_{x_{i_{k-1}}} \cap\left\{u \in \mathbb{R}^{n}: u_{1}<c+\epsilon-f\left(x^{i_{k-1}}\right), u_{2}<0\right\}
$$

By convexity, $B_{x_{i_{k-1}}} \cap\left\{u \in \mathbb{R}^{n}: u_{1}<c+\epsilon-f\left(x^{i_{k-1}}\right), u_{2}<0\right\}$ also contains the segment $\left[w^{k-1}, \widetilde{w}^{k}\right]$ joining $w^{k-1}$ and $\widetilde{w}^{k}$. Clearly for any $w=\left(w_{1}, \ldots, w_{n}\right) \in\left[w^{k-1}, \widetilde{w}^{k}\right]$, we have

$$
w_{1}<c+\epsilon-f\left(x^{i_{k-1}}\right) \text { and } w_{2}<0
$$

This and (21) yield

$$
f\left(\eta_{i_{k-1}}^{-1}(w)\right)=w_{1}+f\left(x^{i_{k-1}}\right)<c+\epsilon \text { and }\left\|\eta_{i_{k-1}}^{-1}(w)\right\|=\sqrt{w_{2}+R(\epsilon)^{2}}<R(\epsilon)
$$

Consequently $\|\widetilde{\gamma}(t)\|<R(\epsilon)$ for any $t \in\left(\widetilde{T}_{0}, \widetilde{T}_{q}\right)$ and so this holds for all $t \in[0,1]$. This contradiction ends the proof of the lemma.

Now we are in position to finish the proof of Proposition 3.2.
Proof of Proposition 3.2. For each integer $k>0$ large enough such that $\epsilon=\frac{1}{k}$ satisfies the assumptions of Lemma 3.5, in view of Lemma 3.6, there are $x^{k} \in X_{k}:=f^{-1}\left[c, c+\frac{1}{k}\right] \cap \mathbb{S}_{R\left(\frac{1}{k}\right)}^{n-1}$ and $v^{k} \in \partial f\left(x^{k}\right)$ such that $x^{k}$ and $v^{k}$ are linear dependent. Since $R\left(\frac{1}{k}\right) \rightarrow+\infty$ as $k \rightarrow+\infty$, we have $x^{k} \rightarrow \infty$. Furthermore, it is clear that $f\left(x^{k}\right) \rightarrow c$. Consequently $c \in T_{\infty}(f)$.
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