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Abstract

This paper is concerned with the asymptotic behaviour of solutions to a positive
mixed fractional-order inhomogeneous linear system subject to time-varying delays
and bounded disturbance. In particular, when its linear part is asymptotically stable
and the disturbance is small, we have obtained the smallest bound (as the time is
large enough) of the solutions with the arbitrary initial condition. In the case where
the assumption that the disturbance converges to 0 as the time ¢ tends to infinity
is added, we have shown that every solution of the system tends to the origin.
Numerical simulations are finally presented to illustrate the theoretical findings.
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1 Introduction

Delay fractional-order systems have received considerable research attention recently.
They provide mathematical models of practical systems in which the fractional rate of
change depends on the influence of their present and hereditary effects. Below we list
some of the most important contributions to this topic.

Let & = (au,...,aq) € (0,1] x --- x (0,1] and hy : [0,00) — Rsq is continuous for
1 < k < m. Consider the mixed fractional-order system having time-varying delays

CDSﬂrx(t) = Ax(t) + Z Agx(t — hy () + f(t,z(t), z(t — hi(t)), ..., x(t — hyu(t))),t >0

1<k<m
(1)

with the initial condition z(-) = ¢(-) € C([-r,0];R?). Here A, A, (1 < k < m) are
real d x d matrices, °D§ x(t) = (“Dgilai(t), ..., Dgiaq(t))’ with CDgtzy(t) is the
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Caputo derivative of the order aj of the function zy(-) which is defined later, r :=
maxi<k<m ;o0 Pk(t) and f : [0,00) x R x .-+ x R? — R? is a continuous perturba-
tion. -

In [1], under a mild Lipschitz condition of f, by using properties of Mittag-Leffler func-
tions, a weighted norm, and the Banach fixed point theorem, the authors showed the
existence and uniqueness of global solutions to System (1) for the case a3 = -+ = oy and
delays hy, (1 < k < m) are constant. After that, in [7], Tuan and Trinh have improved this
result (they have proved the existence and uniqueness of solutions to System (1) where
the fractional-orders oy, . .., g are different and delays hy (1 < k < m) vary (bounded or
unbounded)).

Regarding the asymptotic behaviour of solutions to System (1), in [11], the authors studied
the case f = 0, A = 0 and have obtained a necessary and sufficient condition for the
stability of the system via eigenvalues of the system matrix and their location in a specific
area of the complex plane. In [10], the authors have corrected and strengthened results
in [11] and have given the stability of (1) with A = 0 while in [5], by exploring delayed
Mittag-Leffler type matrix functions, the authors have studied the finite time stability of
solutions to these systems. Recently, by combining the linearization method, a Lyapunov—
Perron type operator and establishing a new weighted type norm associated with a Mittag-
Leffler function which is compatible with the dependence on history and the hereditary
property of the model, Tuan and Trinh [7] have proposed a sufficient condition for the
Mittag-Leffler stability of (1). For the scalar case, in [9], the authors have solved an
answer to the open question about the relationship between the stability of the trivial
solution of (1) and that of its linearization. By another approach (using a generalized
Halanay inequality), in [4], the authors have also obtained a result on the stability of this
equation. Notice that the results mentioned above are proved for the case a3 = --- = ayq
or d = 1. In our opinion, it is clear that the stability theory of mixed fractional-order
systems with delays is far from being fully understood. However, the situation becomes
simpler if we only focus on positive systems. In this direction, one of the most interesting
works is the paper by Shen and Lam [6] where the author has considered the stability and
performance analysis of System (1) with the assumptions that matrix A is Metzler, A; is
nonnegative and f = 0. Then, in [8], Tuan, Trinh and Lam have established a necessary
and sufficient condition for the positivity of mixed fractional-order linear systems with
time-varying delays and a criterion to characterize the stability of these systems where
the time-varying delays are bounded or unbounded. Relying on vector Lyapunov-like
functions, comparison arguments, reducing the asymptotic stability problem to verify a
Hurwitz property on a suitable matrix, in [3], the authors have obtained a general method
to establish the asymptotic behaviour of solutions to the multi-order multiple time-varying
delays nonlinear systems.

This paper is devoted to discussion on the asymptotic behaviour of solutions to mixed
fractional-order inhomogeneous linear systems, that is, System (1) with the term f having
the form Dw(t). First, we have obtained the smallest asymptotic bound of solutions to
(1) in the case its homogeneous part is asymptotically stable and w is small. Second,
when the term w converges to 0 as the time ¢ approaches to infinity, we have proved that
every solution of (1) tends to the origin. We have also provided some specific examples
to illustrate the proposed result.



Before concluding this section, we introduce some notations which are used throughout
this paper. Let N be the set of natural numbers, R (R, ) be the set of real numbers
(nonnegative real numbers, respectively), and R? be the d-dimensional Euclidean space
endowed with a norm || - ||, R, = {z = (z1,...,25,...,29)" € R* : ; > 0} and
RY = {z = (z1,...,74,...,24)T € R?: 2; > 0}. For any [a,b] C R, let C([a,b]; R?) be
the space of continuous functions ¢ : [a,b] — R% A matrix A = (a;;)1<ij<a € R>? is
called Metzler if a;; > 0 for all 1 <4 # j < d. A matrix A € R™? is said to be Hurwitz
if its spectrum o(A) satisfies

g(A) c{A e C:RX<0}.

Let n,m € N and A = (a;;)122", B = (By;)122" € R™™. We write A = B (A = B) if
a;j > by (ai; > byj, respectivéb_/) foralll < i_g_n, 1 < j < m. The matrix A is said to
be nonnegative if a;; > 0 for all 1 <i <n, 1 <j <m. For a € (0,1) and an integrable
function z : [a,b] — R, the Riemann-Liouville integral operator of z(-) with the order «
is defined by

(Ig x)(t) := ﬁ/ (t —7)* ta(r) dr, t€ (a,b],

where T'(+) is the Gamma function. The Riemann—Liouville fractional derivative D2, x
of a integrable function x : [0,7] — R is defined by

RLD® x(t) = DI *x(t) for almost t € (a,b],

D = £ is the usual derivative. The Caputo fractional derivative “°D¢, x of a continuous
function z : [a,b] — R is defined

(“De, 2)(t) =" D2, (x(t) — x(a)) for almost t € (a, b].

For more details on fractional calculus, we would like to introduce the reader to the
monograph by K. Diethelm [2].

2 The asymptotic behaviour of solutions to mixed-
order fractional systems with time-varying delays

Let & = (aq,...,aq)T € (0,1] x --- x (0,1] € R%, m € N. Assume that hy, : [0,00) — R,
(1 < k < m) are continuous such that

(F1) he(0) > 0;
(F2) hy(t) < hy for all ¢t € [0, 00);
(F3) hi(0) # hy(0) for any 1 < k #1 < m.

Consider the following system

ODf x(t) = Ax(t) + Y Apx(t — hi(t) + Dw(t), t€ (0,00), (2)
() = 6(-) € O(l—r, O} RE,) on [~r,0], (3)



where A= (ai]’)lgi,jgd is Metzler, Ak e (afj)lgi,jgd (1 S k S m), D = (dij)lgi,jgd €
R are nonnegative, w(-) € C([0,00);R{ ) such that w(t) < @ on [0,00) and r :=
maxi <x<m hg. As showed in [8, Proposition 1], the system (2)—(3) with the delay functions
hi(+) (1 < i < m) satisfy the conditions (F1)-(F3) is positive. Denote Uz = {w €
C([0,00);RE ) = w(t) < w, V¢t > 0} and V, = {¢ € C([-r,0;RE,) : ¢(t) < ~v}. In
this note we will give some estimates concerning the solution to System (2)—(3) under the
further assumption that there is a positive vector A € ]Ri such that

(H1) (A+ Zlgigm A <0,
(H2) (A+ Y cic A)A + Dt < 0.

Remark 2.1. The assumption (H1) implies that the matrix A+, A; is inverse.

The main result is the following theorem.

Theorem 2.2 (Main result). Consider the system (2)—(3). The following statements
hold.

(i) For any ¢ € C([—r,0;R{ ), we have

sup limsup ®(¢t; w,¢) = —(A + Z A;) "t Dw,

welyg t—0o0 1<i<m
where ®(-;w, ¢) denotes the solution to System (2)—(3).
(i) If we add the assumption that lim; . w(t) = 0. Then,

lim ®(t;w,¢) =0

t—o0

for every ¢ € C([—r,0; R ).

To prove Theorem 2.2, we need the preparatory results below.

Proposition 2.3. Consider the system (2)-(3). Assume that there exit w € Rj , A € R%
such that the conditions (H1) and (H2) are satisfied. Then the solution ®(-;w, A) to the
system (2) with the initial condition

D(t;w,\) = A, VL€ [-,0], (4)
satisfies

O(t;w, A\) <A, VE> —r. (5)

Proof. Let e(t) = A — ®(t;w, \) with ¢ > —r. Then e(¢t) = 0 for all t € [-r,0]. On the
other hand,

“Dfe(t) = —AD(t;w,\) — D Ad(t w, ) — Duw(t)
1<i<m
() + Y Ae(t—hi(t)) = (A+ > A= Du(t), vt >0. (6)
1<i<m 1<i<m



Furthermore, due to (H1) and (H2), we have

—(A+ > A)A—Duw(t)=—(A+ Y A)A—Dw+D(w—w(t)) >0

1<i<m 1<i<m

for all ¢ > 0. This implies that (6) is positive and e(t) > 0 for all ¢ > 0, that is,
O(t;w,\) < Aforallt > —r. O

Remark 2.4. From Proposition 2.3, to obtain the smallest upper bound for the solution
to the system (2)—(3), we need to estimate

inf{||)\||:>\eRi, A (A+ D A)DA<0, (A+ ) Ai)A+Dw§O}. (7)
1<i<m 1<i<m

Remark 2.5. Proposition 2.3 is still true if the condition (F2) is replaced by
(F2) t — hg(t) > —r for all t € [0, 00) with r > 0 is fixed and given.

Next, we introduce some properties of the solution to the initial valued problem

°Dia(t) = Ax(t) + Y Aw(t—h) + Dw, t € (0,00), (8)
z(-) =X on [—;,(;]. (9)

Proposition 2.6. The solution ®;(-; w, \) to the system (8)—(9) has following properties.

(i) Let ¢ > 0 be arbitrary, then ®(t + ¢;w, \) < ®1(¢;w, \) for any ¢t > 0.
(i)
lim @ (t;w,\) = —(A+ > A)~'Dw. (10)

t—o00
1<i<m

Proof. (i) Fix ¢ > 0 and let e(t) = ®1(t;w,\) — $1(t + ¢;w, \) for every ¢ > —r. From
Proposition 2.3, we have
e(t) >0, tel-r0l.

Furthermore, for t > 0,

“Diye(t) = Ae(t) + Y Ase(t — hy).

1<i<m

Hence, e(t) > 0 and thus @4 (t + ¢;w, \) < ®4(¢t;w, A) for all ¢ > 0.

(ii) From (i), we see that ®;(-;w, ) is decreasing. Hence, the limit lim;_,., 1 (¢; w0, A)
exists. Put ¢ = lim;_,, ®(¢;w, \). First, we have

lim “Df, @1(t,A) = (A + > A+ Dw.

1<i<m



Then, by Final Value Theorem, we obtain

lim Dy, @1 (t;w, \) = Jim sL{C DS, @, (t;w, \)}
= S1_1)11108 (s L{P1 (0, A)}(s) — s Ay, ..o, s LLDY( w0, N) }H(s) — 57N
= lim [ (SC{RY N} (8) = M), S SLAB 0 A} ) — )]
=0,
where £ denote the Laplace transform. Thus, (A+ 3, ;. Ai){ + Dw = 0 and
(=—(A+ ) A)'Dw.

1<i<m

Proposition 2.7. Consider the system

“D§ x(t) = Ax(t Z Agz(t — hy) + Dw(t), t € (0,00), (11)

1<k<m

where w : [0,00) — R? is continuous and non-negative which satisfies w(t) < @ for any
t € 0,00) and lim;_,o w(t) = 0. Moreover, there exists A € R% such that the conditions
(H1) and (H2) hold. Then, the solution ®;(-;w, ) of (11) with the initial condition
Oy (t;w, \) = X on [—7, 0] has the limit

lim &, (t;w, \) = 0.
t—o0
Proof. From Proposition 2.3, we see that the solution ®;(-; w, A) is non-negative. By using

the same arguments as in the proof of Proposition 2.6, we observe that this solution is
decreasing. Thus, there is a £; € R  such that

lim @ (t; w, \) = ¢5.
t—r00
From (11), let t — oo, we see that

tliglocDoJrCI)l(t w,\) = (A+ Z Al

1<i<m

On the other hand, by using Final Value Theorem, then

llm CD0+¢> (t;w,A) = lim sL{“D§ &, (t;w, \)}

5—
= Sl_l)I_Ii_IOS [s ;rlﬁ{@l(-; w, N }H(s) — s L s LR w, M) F(s) — 5™
= T [ (LB, )} s) = M), s SLBC w0, A} (5) — Aa)]
=0,
which implies that ¢; = 0. The proof is complete. O]



Denote by ®(-; w, \) the solution to the system

“D§ x(t) = Z Apx(t — hi(t)) + Dw, t € (0,00), (12)
1<k<m
z(-) =X on[-r0]. (13)

Using Proposition 2.6 and the positivity of the system, we obtain the following proposition.

Proposition 2.8. Under the assumptions as above on A, Ay (1 <k <m), D, w and A,
we have

for every t > 0.
Proof. Let e(t) = ®4(t;w, \) — ®(¢t;w, \) for all t > —r. For any ¢t > 0, we have

CD0+e( ) = A(Py(t;w, A) — P(t;w, N)) Z Ag(P1(t — hg(t);w, \) — D(t — hg(t);w, N))

1<k<m

+ Y APt~ hyw, N) — Dy (t — hy(t); @, \))

1<k<m
Z Akek t—hk Z Ak <I>1(t—hk,w )\) (I)l(t—hk(t);w,A)).
1<k<m 1<k<m

Note that from Proposition 2.6, ®1(t — hy;w, A) — ®1(t — hg(t);w, ) > 0 for all ¢ > 0 and
1 <k <m. Hence, e(t) > 0 and ®,(t;w, \) > ®(t;w, ) for t > 0. O

Let ®(-;w,0) be the solution of the system

Dy, x(t) = (A+ Z A)x(t) + Dw, t >0,

1<i<m
z(0) = 0.
We have the following relations between ®(-;w, 0), the solution ®;(-;w@,0) of System (8)
satisfying the initial condition ®(-;w,0) = 0 on [—r,0] and the solution ®(-;w,0) of
System (12) with the initial condition 0.

Proposition 2.9. The following statements hold.

(i) For any ¢t > 0, we have
Oy (t;w,0) < O(t;w,0) < B(t;w, 0).
(i)
lim ©(t;w,0) = lim ®(t;@,0) = lim ®(@,0) = —(A+ > A;)"'Dw.

t—o00 t—o00 t—o00
1<i<m



Proof. (i) See [6, Lemma 7]. A
(ii) Note that the solution ®(-;w, 0) is increasing. Hence, the limit lim,_,~, ®(¢; w, 0) exists.
By the similar arguments as in the proof of Proposition 2.6, we have

lim ®(t;w,0) = —(A+ Y A;) "' Duw.

t—o0
1<i<m
Furthermore, following [6, Lemma 8], then
lim @, (t;@,0) = —(A + ; A) ' Dw,
1<i<m

which combining with (i) completes the proof. ]
We are now in the position to complete the proof of Theorem 2.2.

Proof of Theorem 2.2. (i) Let A € RY satisfying (H1) and (H2). For any ¢ € C([—r,0]; R ),
we can find a constant ¢ > 1 such that ¢ € V,\. Notice that c\ also satisfies the conditions
(H1) and (H2). It is obvious that for any w € Ug, by using Proposition 2.8 and the same
arguments as in the proof of this result, we have

D(t;w, p) = O(t;w, cX) X (L@, cA) < Py(t;w, cN)
for all ¢ > 0. Furthermore,

lim @ (t;w,cA) = —(A+ > A)"'Dw.

t—o0 1<iem
Thus,
lim sup ®(t; w, ¢) = —(A+ Z A;) ' Dw. (14)
t—o00 1<i<m

On the other hand, from Proposition 2.9, we see that
. = _ -1 _
tlgglo O(t;w,0) = —(A+ 1<-Z< A;)" Dw,

which together with (14) implies that

sup limsup ®(¢t;w,¢) = —(A+ Z A;) "t Dw.

welyg t—00 1<i<m

(ii) For any ¢ € C([—r,0]; R ), as above, there exits ¢ > 1 such that (H1) and (H2) hold
for cA. From the estimates

0 <X P(t;w, p) X P(t;w,eN) 2Ot w, c\) < Py(t;w, cA)

and the fact that
lim @ (t;w,cA) =0,

t—o00
it implies that
tlirn O(t;w, 9) =0.
—00

The proof is complete. O
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Figure 1: Trajectories of the solution ¢(-, @) to system (15) when ¢(¢) = (0.02,0,0.1)™ on
[_17 0]

3 Illustrative example

This section introduces some examples to illustrate the effectiveness of proposed results.

Ezample 3.1. Let & = (o, a9,a3) = (0.5,0.7,0.8), h : [0,00) — Rsq is defined by
h(t) = sin*(t + 1) and w : [0,00) — R | having the form

1

w(t) = (cos?(t), sin’ (), 1=

)

Consider the fractional-order system with a time-varying delay

“D§ x(t) = Az(t) + Ajx(t — h(t)) + Dw(t), t >0, (15)
where
-5 1 0 1 01 110
A=|05 -4 05], 4={0 1 0) andD=1{0 1 1
1 0 -6 011 1 11

By choosing A = w = (1,1,1)" then the conditions (H1) and (H2) are satisfied. Thus,
from Theorem 2.2, for any ¢ € C([—1,0];R] ), the solution ®(-;w,¢) of (15) with the
initial condition ¢ is bounded by b = (1.002,1.001,0.999)" in R] | as the time ¢ is large
enough. In Figure 1, we simulate trajectories of the solution ®(;w, ¢) to (15) with the
initial condition ¢(t) = (0.02,0,0.1)™ on [—1,0].

Ezxample 3.2. Let & = (o, a9,3) = (0.5,0.7,0.8), h : [0,00) — R is defined by
h(t) = sin®(t + 1) and w : [0,00) — R | having the form

sin(t) 1

)= (0,2 —— T
w(t) = (0,75 )

Consider the fractional-order system with a time-varying delay

“D§.x(t) = Az(t) + Ajx(t — h(t)) + Dw(t), t >0, (16)

9
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Figure 2: Trajectories of the solution ¢(-, ¢) to system (16) when ¢(t) = (0.3,0.1,0.4)T
on [—1,0]

where
-5 1 0 1 01 110
A=105 -4 05], A4, =101 0)andD=1{0 1 1
1 0 -6 011 1 1 1

By Theorem 2.2, for any ¢ € C([—1,0]; R , ), the solution ®(-;w, ¢) of (16) with the initial
condition ¢ converges to the origin as the time ¢ — oco. In Figure 2, we simulate trajec-
tories of the solution ®(-;w, @) to (16) with the initial condition ¢(¢) = (0.3,0.1,0.4)T on
[—1,0].

4 Conclusion

This paper is devoted to discussing the asymptotic behaviour of solutions to a positive
mixed fractional-order inhomogeneous linear system subject to time-varying delays and
a bounded disturbance. First, we have obtained the smallest bound of solutions (as the
time is large enough) with the arbitrary initial conditions in the case its homogeneous
part is asymptotically stable and the disturbance is small. When the assumption that
the disturbance converges to 0 is added, we have shown that every solution of the system
tends to the origin. To do these, our approach is using the positivity of the system and a
new comparison method that is suitable for fractional-order systems.
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