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Abstract

We show that a hyperbolic nonautonomous differential equation can
be smoothly linearized if the associated Sacker-Sell spectrum satisfies
a non-resonance condition. This result extends the classical Sternberg
theorem to nonautonomous differential equations.

1 Introduction

The Hartman-Grobman theorem for nonautonomous differential equations
[Pal73] states that if f is a C0-small map from R×Rd into Rd and also small
Lipschitzian with respect to the second argument, then there is a continuous
family of homeomorphismsH(t, ·), t ∈ R, of Rd, with sup(t,x)∈R×Rd ‖H(t, x)−
x‖ <∞ and sending solutions t 7→ µ(t) of the differential equation

ẋ = A(t)x+ f(t, x), (1)

onto solutions t 7→ H(t, µ(t)) of the linear differential equation

ẋ = A(t)x, (2)
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and vice versa with its inverse H−1(t, ·) with respect to the second argu-
ment. In this paper we show that H(t, ·), t ∈ R, can be chosen as a C`

diffeomorphism for any given ` ∈ N, provided the linear differential equa-
tion (2) satisfies a non-resonance condition which is formulated in terms of
the Sacker-Sell spectrum, the larger the ` the more non-resonance conditions
have to be satisfied (Theorem 5). This result generalizes the classical Stern-
berg theorem [Ste57, Ste58, Bru95] to nonautonomous differential equations.

More precisely, for k ∈ N we consider Ck Carathéodory differential equations
of the form (1), with a locally integrable matrix function A : R→ Rd×d and
a Ck Carathéodory function f : R × Rd → Rd, i.e. for a.a. t ∈ R f(t, ·)
is continuous, for all x ∈ Rd f(·, x) is measurable, for a.a. t ∈ R and all
x ∈ Rd the partial derivative Dk

xf(t, x) exists and Dj
xf is a Carathéodory

function for every j ∈ {1, . . . , k} [Sie02a, Definition 2.1]. In order to linearize
(1) smoothly along its trivial solution we assume the following conditions
throughout the paper.

(A1) (1) is Taylor expanded along its trivial solution:

f(t, 0) = 0 and Dxf(t, 0) = 0 for a.a. t ∈ R.

(A2) Linearity: (2) has bounded growth [Cop78], i.e. with the evolution
operator Φ: R× R→ Rd×d of (2) there exist K, a > 0 such that

‖Φ(t, s)‖ ≤ Kea|t−s| for all t, s ∈ R.

(A3) Nonlinearity: There exists M > 0 such that

‖Dj
xf(t, x)‖ ≤M for j = 0, . . . , k, a.a. t ∈ R and all x ∈ Rd.

The global boundedness condition (A3) can be achieved by cutting of outside
of a tubular neighorhood R×Br(0), r > 0, of the trivial solution or can be
replaced by a local condition (see e.g. [Sie02a] or [BDDS15, Example 6]).

The existence of a smooth linearization of (1) will depend on resonances
of uniform exponential growth rates of solutions of its linearization (2)
which can be formulated with the Sacker Sell or dichotomy spectrum [SS78,
Sie02b].

Definition 1 (Sacker Sell spectrum).
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(a) Invariant projector: An invariant projector of (2) is defined to be a
function P : R→ Rd×d of projections P (t), t ∈ R, such that

P (t)Φ(t, s) = Φ(t, s)P (s) for t, s ∈ R.

Note that P is continuous due to the identity P (t) = Φ(t, s)P (s)Φ(s, t).

(b) Exponential dichotomy: (2) admits an exponential dichotomy (ED) if
there is an invariant projector P and constants K ≥ 1 and α > 0 such
that

‖Φ(t, s)P (s)‖ ≤ Ke−α(t−s) for t ≥ s,

‖Φ(t, s)[I − P (s)]‖ ≤ Keα(t−s) for t ≤ s.

(c) Sacker Sell spectrum: The Sacker Sell spectrum of (2) is the set

ΣSS(A) :=
{
γ ∈ R : ẋ = [A(t)− γI]x does not admit an ED

}
,

where I ∈ Rd×d denotes the identity matrix.

Example 2. If (2) is autonomous and γ is not in ΣSS(A), then the projector
P : R → Rd×d of an ED of ẋ = [A − γI]x is a time-independent projection
P ≡ P (t) that yields the decomposition Rd = imP⊕kerP where imP is the
sum of all generalized eigenspaces corresponding to those eigenvalues of A
with real part less than γ and kerP is the sum of all generalized eigenspaces
corresponding to the eigenvalues of A with real part greater than γ. The
Sacker Sell spectrum ΣSS(A) is then given by

ΣSS(A) = {Reλ : λ is an eigenvalue of A} .

Sacker and Sell [SS78] proved that ΣSS(A) is a non-empty union of at most d
compact intervals (see also [Sie02b] for systems (2) which do not necessarily
satisfy (A2)).

Theorem 3 (Sacker Sell spectrum and block diagonalization). There exist
n ∈ {1, . . . , d} and λn ≤ λn < · · · < λ2 ≤ λ2 < λ1 ≤ λ1 such that with
λi := [λi, λi]

ΣSS(A) =
n⋃
i=1

λi.

Moreover, there exists an absolutely continuous function S : R → Rd×d of
invertible matrices S(t) with supt∈R ‖S(t)‖, supt∈R ‖S(t)−1‖ <∞ such that
y(t) = S(t)x(t) transforms (2) into a block diagonal system

ẏ = diag(A1(t), . . . , An(t))y (3)
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with locally integrable matrix functions Ai : R → Rdi×di , d1 + · · · + dn = d
and

ΣSS(Ai) = λi.

S is called kinematic similarity between (2) and (3). (2), and equivalently
(3), are called hyperbolic if 0 6∈ ΣSS(A).

Proof. See, e.g. [Sie02b, Spectral Theorem] and [Sie02c, Theorem 3.2].

We will linearize (1) smoothly by first transforming (1) with a kinematic
similarity from Theorem 3 which will block diagonalize the linear part and
then composing a finite number of smooth transformations each of which
preserves the linear part but simplifies the nonlinearity until we arrive at
(3), then the inverse of the kinematic similarity transforms (3) to (2).

For k ∈ N and a locally integrable matrix function A : R→ Rd×d satisfying
(A2) we define the set of admissible differential equations

Ok(A) := {ẋ = A(t)x+ f(t, x) : f is a Ck Carathéodory

function which satisfies (A1) and (A3)}

and a notion of local equivalence between systems in Ok(A) (see e.g. [Pal73,
Sie02a] for a generalization).

Definition 4 (Ck equivalence). Two systems

ẋ = A(t)x+ f(t, x) (4)

and
ẏ = A(t)y + g(t, y) (5)

in Ok(A) are called Ck equivalent, if there exist p, p̃ > 0 and r ∈ (0, p), r̃ ∈
(0, p̃) together with continuous functions

H : R×Br(0)→ Rd and H−1 : R×Br̃(0)→ Rd,

called (local) Ck equivalence between (4) and (5) and its inverse, respectively,
such that the following statements hold:

(i) For each t ∈ R the mappings

H(t, ·) : Br(0)→ H(t, Br(0)) ⊂ Bp̃(0)

H−1(t, ·) : Br̃(0)→ H−1(t, Br̃(0)) ⊂ Bp(0)
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are Ck diffeomorphisms with

H(t,H−1(t, y)) = y for all y ∈ Br̃(0) with H−1(t, y) ∈ Br(0),

H−1(t,H(t, x)) = x for all x ∈ Br(0) with H(t, x) ∈ Br̃(0).

(ii) If ν is a solution of (4) in Br(0) then H(·, ν(·)) is a solution of (5). If
ν̃ is a solution of (5) in Br̃(0) then H−1(·, ν̃(·)) is a solution of (4).

(iii) The trivial solutions are mapped uniformly onto each other:

lim
x→0

H(t, x) = lim
x→0

H−1(t, x) = 0 uniformly in t ∈ R.

If (2) is hyperbolic, i.e. if 0 6∈ ΣSS(A), then all systems in O1(A) are topo-
logically equivalent (C0 equivalent) to (3), see [Pal73]. Our main result is
that if (2) is hyperbolic, then for any given ` ∈ N there exists a k ∈ N (which
depends on ` and the Sacker Sell spectrum ΣSS(A)) such that the following
implication holds: 〈 (2) is non-resonant up to order k 〉 ⇒ 〈 all systems in
Ok+2(A) are C` equivalent to (3) 〉.

Theorem 5 (Sternberg theorem for nonautonomous differential equations).
Let ` ∈ N and let ΣSS(A) = λ1∪λ2∪· · ·∪λn denote the Sacker Sell spectrum
of the linear system (2). Assume that 0 6∈ ΣSS(A). Then with

Σs := ΣSS(A) ∩ R<0 and Σu := ΣSS(A) ∩ R>0

there exists a minimal k ∈ N, k ≥ `, such that

(k − `)Σu > Σu − `Σs and (k − `)Σs < Σs − `Σu. (6)

If the non-resonance condition

λj ∩
n∑
i=1

kiλi = ∅ for all (k1, . . . , kn) ∈ Nn0 with 2 ≤
n∑
i=1

ki ≤ k (7)

holds, then all systems in Ok+2(A) are C` equivalent to their linearization
(3).

The structure of the paper is as follows: In Section 2, we establish a result
on flatting invariant manifolds and eliminating non-resonant Taylor terms
for systems in Ok+2(A). Section 3 is devoted to study discrete-time systems
associated with systems in Ok+2(A). Using preparatory results in Section 2
and Section 3, the main result of the paper (Theorem 5) is proved in Section
4. An important technique in the proof of the main theorem, namely the
method of path, is established in the Appendix.
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2 Flattening invariant manifolds and eliminating
non-resonant Taylor terms

Let A : R → Rd×d be locally integrable with 0 6∈ ΣSS(A). By Theorem 3
there exists a kinematic similarity S : R → Rd×d such that y(t) = S(t)x(t)
transforms (2) into a block diagonal system (3). Since

H : R× Rd → Rd, (t, x) 7→ H(t, x) := S(t)x,

satisfies conditions (i), (ii) and (iii) of Definition 4 with inverse H−1(t, ·) =
S(t)−1, we can assume w.l.o.g. that

A(t) = diag(A1(t), . . . , An(t))

with ΣSS(Ai) = λi for i = 1, . . . , n, ΣSS(A) = ∪ni=1λi and λ1 > λ2 > · · · >
λn. With the unique m ∈ {0, . . . , n} such that

λ1 > · · · > λm > 0 > λm+1 > · · · > λn,

define
Au(t) := diag(A1(t), . . . , Am(t)) ∈ Rdu×du ,
As(t) := diag(Am+1(t), . . . , An(t)) ∈ Rds×ds ,

(8)

where du + ds = d, and if m = 0 then du = 0, As = A, if m = d then ds = 0,
Au = A. Let πu and πs denote the canonical projections of Rd = Rdu ×Rds
into Rdu and Rds , respectively. Rewriting a differential equation (1) inOk(A)
in (xu, xs)-coordinates, with xu := πux, xs := πsx, gives

ẋu = Au(t)xu + πuf(t, xu, xs),

ẋs = As(t)xs + πsf(t, xu, xs).
(9)

Let ϕ(·, t0, xu0 , xs0) denote the solution of the initial value problem (9), x(t0) =
(xu0 , x

s
0). Then nonautonomous invariant manifold theory (also called inte-

gral manifold theory) yields unstable and stable manifolds

U =
{

(t, xu, xs) : lim
s→−∞

ϕ(s, t, xu, xs) = 0
}

S =
{

(t, xu, xs) : lim
s→∞

ϕ(s, t, xu, xs) = 0
}

of the zero solution of (9), respectively (see e.g. [AW96] or [Sie99]). We say
that U and S are flat, if they coincide with the unstable and stable manifolds
of the linearization

ẋu = Au(t)xu,

ẋs = As(t)xs,
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which are the subspaces (or, more precisely, the trivial vector bundles over
the base space R) R × Rdu × {0} ⊆ R1+d and R × {0} × Rds ⊆ R1+d,
respectively. Using the invariance of U and S, one can characterize flatness
by

U = R× Rdu × {0} ⇔ πsf(t, xu, 0) = 0 for all (t, xu) ∈ R× Rdu ,
S = R× {0} × Rdu ⇔ πuf(t, 0, xs) = 0 for all (t, xs) ∈ R× Rds .

We refer the reader to [BDDS15, Theorem 8] for a construction of a Ck

equivalence between an Ok+2(A) system (9) and a system with flat stable
and unstable manifolds in case du = ds = 1. We will use the same construc-
tion for not necessarily planar systems. Moreover, using [Sie02a] we will also
eliminate the higher-order Taylor terms Di

xf(t, 0) for i = 2, . . . , k with a Ck

equivalence, provided ΣSS(A) satisfies certain non-resonance conditions, in
order to arrive at a system which additionally satisfies the following two
conditions.

(A4) Stable and unstable manifolds are flat: πuf(t, 0, xs) = 0, πsf(t, xu, 0) =
0 for a.a. t ∈ R and all (xu, xs) ∈ Rdu × Rds ,

(A5) Taylor terms up to order k vanish: Di
xf(t, 0) = 0 for i = 2, . . . , k and

a.a. t ∈ R. (Recall that Dxf(t, 0) = 0 by (A1).)

Define Okflat(A) ⊆ Ok(A) by

Okflat(A) := Ok(A) ∩ {ẋ = A(t)x+ f(t, x) : f satisfies (A4) and (A5)}.

In the following proposition we show that under the non-resonance condi-
tion of Theorem 5 any system in Ok+2(A) is Ck equivalent to a system in
Ok(A)flat.

Proposition 6 (Flattening of invariant manifolds and elimination of non-res-
onant terms). Let ΣSS(A) = λ1∪λ2∪· · ·∪λn denote the Sacker Sell spectrum
of the linear system (3). Assume that 0 6∈ ΣSS(A). Let k ∈ N. If the non-
resonance condition

λj ∩
n∑
i=1

kiλi = ∅ for all (k1, . . . , kn) ∈ Nn0 with 2 ≤
n∑
i=1

ki ≤ k (10)

holds, then any system in Ok+2(A) is Ck equivalent to a system in Okflat(A).
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Proof. Consider an arbitrary system

ẋ = A(t)x+ f(t, x) (11)

in Ok+2(A) with solution ϕ(·, t0, xu0 , xs0) satisfying ϕ(t0, t0, x
u
0 , x

s
0) = (xu0 , x

s
0).

By definition (8) of Au and As, we have ΣSS(Au) > 0 > ΣSS(As). Let Φu

and Φs denote the evolution operators of ẋu = Au(t)xu and ẋs = As(t)xs,
respectively. Then by Definition 1 of the Sacker Sell spectrum, there exist
K,α > 0 such that

‖Φu(t, s)‖ ≤ Keα(t−s) for t ≤ s,

‖Φs(t, s)‖ ≤ Ke−α(t−s) for t ≥ s.

Step 1 (Flattening of stable and unstable manifolds): Using [AW96, Theo-
rem 4.1] there exists an L = L(K,α) > 0 such that, if supt∈R,x∈Rd ‖Dxf(t, x)‖ ≤
L, then there exist stable and unstable manifolds of the trivial solution of
(11). Using assumption (A3) and the mean value theorem, it follows that

sup
t∈R,x∈Rd

‖Dxf(t, x)‖ ≤ sup
s∈R,y∈Rd

‖D2
xf(s, y)‖‖x‖ ≤M‖x‖

and replacing f by a cut-off f̃ (see e.g. [BDDS15, Example 6]) which agrees
with f on a tubular neighborhood R×Br(0) ⊂ R×Rd for some sufficiently
small r > 0, and still satisfies (A3), we get supt∈R,x∈Rd ‖Dxf̃(t, x)‖ ≤ L.

The cut-off procedure is a Ck equivalence ([BDDS15, Example 6]) and for
ease of notation we omit the tilde and write again f instead of f̃ .

By [AW96, Theorem 4.1] there exists a continuous map u : R × Rdu → Rds
whose graph

U :=
{

(t, xu, u(t, xu)) : (t, xu) ∈ R× Rdu
}

can be characterized dynamically as

U =
{

(t, xu, xs) : lim
s→−∞

ϕ(s, t, xu, xs) = 0
}
.

U is the unstable manifold of the trivial solution of (11), u(·, 0) = 0 and the
invariance equation

πs ◦ ϕ(t, s, xu, u(s, xu)) = u
(
t, πu ◦ ϕ(t, s, xu, u(s, xu))

)
(12)

holds for t, s ∈ R, (xu, xs) ∈ Rd. By [Sie99, Theorem 5.20] u is a Ck+2

Carathéodory function with globally bounded derivatives and ∂u
∂xu (t, 0) = 0

for t ∈ R. Define H : R× Rd → Rd by

H(t, xu, xs) := (xu, xs − u(t, xu)).
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Then H(·, 0) = 0, H(t, ·) are Ck+2 diffeomorphisms with inverse H−1(t, x) =
(xu, xs + u(t, xu)) and limx→0H(t, x) = limx→0H

−1(t, x) = 0 uniformly in
t ∈ R due to the fact that supt∈R,xu∈Rdu ‖ ∂u∂xu (t, xu)‖ <∞.

Taking derivatives of both sides of the invariance equation (12) yields

∂u

∂t
(t, xu) = As(t)u(t, xu) + πsf(t, xu, u(t, xu))

− ∂u

∂xu
(t, xu)

(
Au(t)xu + πuf(t, xu, u(t, xu))

)
which implies that H transforms (11) to

ẋ = A(t)x+ g(t, x) (13)

with

πug(t, xu, xs) = πuf(t, xu, xs + u(t, xu)),

πsg(t, xu, xs) = πsf(t, xu, xs + u(t, xu))− πsf(t, xu, u(t, xu))

− ∂u

∂xu
(t, xu)

(
πsf(t, xu, xs + u(t, xu))− πsf(t, xu, u(t, xu))

)
.

System (13) is in Ok+1(A), it satisfies additionally that πsg(t, xu, 0) = 0, i.e.
its unstable manifold is flat and (11) is Ck+1 equivalent to (13). Similarly
one can flatten the stable manifold S := {(t, s(t, xs), xs) : (t, xs) ∈ R× Rds}
of (13) with a Ck equivalence (t, xu, xs) 7→ (xu− s(t, xs), xs). By composing
both transformations, (11) is Ck equivalent to a system in Ok(A) which
satisfies condition (A4), i.e. the stable and unstable manifolds are flat.

Step 2 (Elimination of non-resonant terms): If k = 1 no terms need to be
eliminated. If k ≥ 2, the normal form theorem for nonautonomous differen-
tial equations [Sie02a] implies that all non-resonant Taylor terms up to order
k can be eliminated by a Ck equivalence. By assumption (10), all Taylor
terms up to order k are non-resonant and therefore the simplified system
from Step 1 is Ck equivalent to a system in Okflat(A).

3 Smooth equivalence of discrete time systems

Nonautonomous difference equations (also called discrete time systems) of
the form

xn+1 = Bnxn + gn(xn) (14)
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with a matrix-valued function B : Z→ Rd×d, n 7→ Bn, and a function g : Z×
Rd → Rd, (n, x) 7→ gn(x), such that gn is Ck, arise e.g. as time-1 maps of (1)
by setting Bn := Φ(n+ 1, n) and gn(x) := ϕ(n+ 1, n, x)−Φ(n+ 1, n)x with
the evolution operator Φ of (2) and the solution ϕ of (1). Then obviously
every solution n 7→ xn of (14) satisfies xn = ϕ(n,m, xm).

For discrete time systems (14) with gn(0) = 0 and g′n(0) = 0 (n ∈ Z), a
Hartman-Grobman topological linearization result and a smooth Poincaré
normal form theory are already established (see e.g. [AW06] and the ref-
erences therein, and [Sie03], respectively). To the best of our knowledge,
a Sternberg linearization theorem for (14) was not proven yet. For an au-
tonomous version of Sternberg’s linearization theorem for difference equa-
tions, see [BD84] and [Nei05] and the references therein.

In this section we utilize a result on the ‘continuous dependence of the
smooth change of coordinates in parametrized normal form theorems’ for
autonomous difference equations [Bon93] which we extend to the nonau-
tonomous discrete time case (14) and then relate to the construction of
smooth linearizations of (1). According to Proposition 6, in order to prove
Theorem 5, it remains to show that all non-resonant systems in Okflat(A)
are Cr equivalent to their linearization (3). As a main step in the proof we
discuss discrete time systems (14) which arise as time-κ maps (κ > 0 large)
of systems (1) in Okflat(A).

3.1 Associated discrete-time systems

Definition 7 (Associated time-κ system). For k ∈ N and a locally inte-
grable matrix function A : R→ Rd×d satisfying (A2), consider a differential
equation

ẋ = A(t)x+ f(t, x) (15)

in Ok(A) with the solution ϕ(·, t0, x0) of (15), x(t0) = x0. Let κ ∈ R, κ > 0.
For n ∈ Z, x ∈ Rd, define

F (κ)
n (x) := ϕ((n+ 1)κ, nκ, x) and

A(κ)
n := Φ((n+ 1)κ, nκ), f (κ)

n (x) := F (κ)
n (x)−A(κ)

n x

with the evolution operator Φ of (2). Then

xn+1 = F (κ)
n (xn) and equivalently xn+1 = A(κ)

n xn + f (κ)
n (xn) (16)

are called the associated time-κ system of (15).
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For k ∈ N and a Ck map f : Rd → Rd let ‖f‖k := max0≤i≤k supx∈Rd ‖Dif(x)‖.
Define

Ck(Rd) := {f : Rd → Rd : f is Ck with ‖f‖k <∞},
Ck1 (Rd) := {f ∈ Ck(Rd) : f(0) = 0, Df(0) = 0},
Ckflat(Rd) := {f ∈ Ck(Rd) : Dif(0) = 0 for i = 0, . . . , k}.

Lemma 8. For an associated time-κ system (16) of (15) the following state-
ments hold:

(a) supn∈Z ‖A
(κ)
n ‖ <∞ and supn∈Z ‖(A

(κ)
n )−1‖ <∞.

(b) If (15) is in Okflat(A), then f
(κ)
n ∈ Ckflat(Rd) for n ∈ N.

(c) If (15) is in Okflat(A), then πuf
(κ)
n (0, xs) = 0 and πsf

(κ)
n (xu, 0) = 0 for

n ∈ Z and (xu, xs) ∈ Rd.

Proof. (a) By (A2), ‖A(κ)
n ‖ = ‖Φ((κ + 1)n, κn)‖ ≤ Keaκ and similarly for

‖(A(κ)
n )−1‖.

(b) Using f
(κ)
n (x) = ϕ((n+1)κ, nκ, x)−Φ((n+1)κ, nκ)x, this follows for i = 0

from ϕ(·, ·, 0) = 0, for i = 1 from ∂ϕ
∂x ((n+ 1)κ, nκ, 0) = Φ((n+ 1)κ, nκ) and

for i = 2, . . . k from Taylor expanding the Ck function x 7→ ϕ((n+1)κ, nκ, x)
in x = 0.

(c) Using f
(κ)
n (x) = ϕ((n+ 1)κ, nκ, x)−Φ((n+ 1)κ, nκ)x, the claim follows

from the invariance equation (12) for stable und unstable manifolds of (15)
which are flat by (A4), i.e. πuf(t, 0, xs) = 0 and πsf(t, xu, 0) = 0 for a.a.
t ∈ R and all (xu, xs) ∈ Rdu × Rds , or equivalently, u(·, 0) = 0 and s(·, 0) =
0.

3.2 Discrete time characterizaton of Ck equivalence

Theorem 9 (Time-κ characterization of Ck equivalence). Two systems

ẋ = A(t)x+ f(t, x) (17)

and
ẏ = A(t)y + g(t, y) (18)
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in Ok(A) are Ck equivalent, if there exists a κ > 0 such that their associated
time-κ systems

xn+1 = F (κ)
n (xn) (19)

and
yn+1 = G(κ)

n (yn) (20)

are Ck equivalent, i.e. if there exist p, p̃ > 0 and r ∈ (0, p), r̃ ∈ (0, p̃) and
maps

Tn : Br(0)→ Rd and Sn : Br̃(0)→ Rd,

such that the following statements hold:

(i) For each n ∈ Z the maps

Tn : Br(0)→ Tn(Br(0)) ⊂ Bp̃(0),

Sn : Br̃(0)→ Sn(Br̃(0)) ⊂ Bp(0),

are Ck diffeomorphisms with

Tn(Sn(y)) = y for all y ∈ Br̃(0) ∩ S−1
n (Br(0)),

Sn(Tn(x)) = x for all x ∈ Br(0) ∩ T−1
n (Br̃(0)).

(ii) For x ∈ Br(0), y ∈ Br̃(0) with F
(κ)
n (x) ∈ Br(0), G

(κ)
n (y) ∈ Br̃(0)

Tn+1(F (κ)
n (x)) = G(κ)

n (Tn(x)) and Sn+1(G(κ)
n (y)) = F (κ)

n (Sn(y)).

(iii) The trivial solutions are mapped uniformly onto each other:

lim
x→0

Tn(x) = 0 and lim
y→0

Sn(y) = 0 uniformly in n ∈ Z.

Proof. With the solutions ϕ and ψ of (17) and (18), respectively,

F (κ)
n (x) = ϕ((n+ 1)κ, nκ, x) and G(κ)

n (y) = ψ((n+ 1)κ, nκ, y).

Since (17) and (18) are in Ok(A), the functions f and g satisfy the global
boundedness condition (A3). By the Gronwall inequality [Har82, Chapter
3, Theorem 1.1], there exist r∗ > 0 and r̃∗ > 0 such that for all n ∈ Z

ϕ(κn, t, x) ∈ Br(0) for t ∈ [κn, κ(n+ 1)], x ∈ Br∗(0),

ψ(κn, t, y) ∈ Br̃(0) for t ∈ [κn, κ(n+ 1)], y ∈ Br̃∗(0).
(21)

12



By assumption (iii), and by shrinking r∗ and r̃∗ if necessary, we can assume
additionally that

Tn(ϕ(κn, t, x)) ∈ Br(0) for t ∈ [κn, κ(n+ 1)], x ∈ Br∗(0),

Sn(ψ(κn, t, y)) ∈ Br̃(0) for t ∈ [κn, κ(n+ 1)], y ∈ Br̃∗(0).
(22)

Define H : R×Br∗(0)→ Rd and H−1 : R×Br̃∗(0)→ Rd by

H(t, x) := ψ
(
t, κn, Tn(ϕ(κn, t, x))

)
for x ∈ Br∗(0),

H−1(t, y) := ϕ
(
t, κn, Sn(ψ(κn, t, y))

)
for y ∈ Br̃∗(0),

(23)

for t ∈ [κn, κ(n + 1)). By (21) and (22), the functions H and H−1 are
well-defined and to conclude the proof, we show that H is a Ck equivalence
between (17) and (18) by verifying that H and H−1 satisfy conditions (i),
(ii) and (iii) in Definition 4.

Step 1 (Verification of Definition 4(i)): The functions H(t, ·) and H−1(t, ·)
are Ck, since Tn and Sn are Ck diffeomorphisms and the solutions ϕ and
ψ are Ck by the classical result on the smooth dependence of solutions of
ordinary differential equations on the initial value, see e.g. [Har82, Chapter
V, Theorem 4.1]. Now let y ∈ Br̃∗(0) satisfy that H−1(t, y) ∈ Br∗(0). By
definition (23) of H and H−1, we have

H(t,H−1(t, y)) = ψ
(
t, κn, Tn ◦ Sn(ψ(κn, t, y))

)
.

By (21), (22) and assumption (i), Tn ◦ Sn(ψ(κn, t, y)) = ψ(κn, t, y). There-
fore, H(t,H−1(t, y)) = y. Similarly, for x ∈ Br∗(0) with H(t, x) ∈ Br̃∗(0)
we also have H−1(t,H(t, x)) = x.

Step 2 (Verification of Definition 4(ii)): Let µ(t) be an arbitrary solution of
(17) in Br∗(0). By definition (23) of H, for n ∈ Z and t ∈ [κn, κ(n+ 1))

H(t, µ(t)) = ψ
(
t, κn, Tn(ϕ(κn, t, µ(t)))

)
= ψ(t, κn, Tn(µ(κn))),

where we use the fact that µ(t) is a solution of (4) to obtain the last equality.
Hence H(t, µ(t)) is a solution of (18) on [κn, κ(n + 1)) and, by continuity,
also on R. Similarly, H−1(t, ν(t)) is a solution of (17) for any solution ν(t)
of (18) in Br̃∗(0).

Step 3 (Verification of Definition 4(iii)): Since (17) and (18) are in Ok(A),
the functions f and g satisfy the global boundedness condition (A3) with

13



bound M > 0 and therefore by the mean value theorem

‖f(t, x)‖, ‖g(t, x)‖ ≤M‖x‖ for a.a. t ∈ R, x ∈ Rd.

Using the variation of constants formula, we obtain for all t ∈ [κn, κ(n+ 1)]

ψ(t, κn, x) = Φ(t, κn)x+

∫ t

κn
Φ(t, s)f(s, ψ(s, κn, x)) ds,

with the evolution operator Φ of ẋ = A(t)x, which together with (A2) implies
that

‖ψ(t, κn, x)‖ ≤ Keaκ‖x‖+MKeaκ
∫ t

κn
‖ψ(s, κn, x)‖ ds.

Then, using the Gronwall inequality [Har82, Chapter 3, Theorem 1.1], there
exists C1 > 0 such that

‖ψ(t, κn, x)‖ ≤ C1‖x‖ for t ∈ [κn, κ(n+ 1)).

Similarly, there exists C2 > 0 such that

‖ϕ(κn, t, x)‖ ≤ C2‖x‖ for t ∈ [κn, κ(n+ 1)).

As a consequence, by (23) we get for t ∈ [κn, κ(n+ 1))

‖H(t, x)‖ ≤ C1 sup
z∈BC2‖x‖(0)

Tn(z)

and by taking the supremum over t ∈ R, we have

sup
t∈R
‖H(t, x)‖ ≤ C1 sup

n∈Z
sup

z∈BC2‖x‖(0)
Tn(z).

Assumption (iii) implies that limx→0H(t, x) = 0 uniformly in t ∈ R. Simi-
larly, we also have limy→0H

−1(t, y) = 0 uniformly in t ∈ R.

3.3 Associated discrete time systems with spectral gap and
flat nonlinearity

Recall that A : R → Rd×d is of the form (8), i.e. A(t) = diag(Au(t), As(t))
with 0 6∈ ΣSS(A) = Σu ∪ Σs, Σu = ΣSS(A) ∩ R>0, Σs = ΣSS(A) ∩ R<0 and
corresponding coordinates x = (xu, xs) ∈ Rdu × Rds . In this subsection we
discuss discrete-time systems

xn+1 = Bnxn + gn(xn), (n ∈ Z)

with Bn = diag(Bu
n, B

s
n) ∈ Gl(d,R), Bu : Z → Rdu×du , Bs : Z → Rds×ds ,

g : Z× Rn → Rn, which satisfy the following conditions for fixed k, ` ∈ N:

14



(B1) Linearity: B is bounded, i.e. there exists M > 0 such that

sup
n∈Z
‖Bn‖ ≤M and sup

n∈Z
‖B−1

n ‖ ≤M, (24)

and satisfies the following gap conditions for a γ ∈ (0, 1)

sup
n∈Z
‖(Bu

n)−1‖ < γ, sup
n∈Z
‖Bn‖‖(Bu

n)−1‖k−`‖B−1
n ‖` < γ,

sup
n∈Z
‖Bs

n‖ < γ, sup
n∈Z
‖B−1

n ‖‖Bs
n‖k−`‖Bn‖` < γ.

(25)

(B2) Nonlinearity: gn ∈ Ckflat(Rd) and additionally satisfies

πugn(0, xs) = 0 and πsgn(xu, 0) = 0 (n ∈ Z).

For k, ` ∈ N and B : Z×Rd → Rd, (n, x) 7→ Bnx, with Bn = diag(Bu
n, B

s
n) ∈

Gl(d,R), Bu : Z→ Rdu×du , Bs : Z→ Rds×ds , which satisfies (B1), define

Dk,`flat(B) := {xn+1 = Bnxn + gn(xn) : g satisfies (B2)}.

Proposition 10. If a system

ẋ = A(t)x+ f(t, x) (26)

in Okflat(A), k ≥ 2, satisfies the spectral gap condition (6) for an ` ∈ N,
` ≤ k, i.e.

(k − `)Σu > Σu − `Σs and (k − `)Σs < Σs − `Σu, (27)

then there exists a κ > 0 such that for the associated time-κ system

xn+1 = A(κ)
n xn + f (κ)

n (xn) (28)

of (26), A(κ) satisfies (B1) and (28) is in Dk,`flat(A
(κ)).

Proof. By Lemma 8, all time-κ systems

xn+1 = A(κ)
n xn + f (κ)

n (xn) (κ > 0)

associated with (26) satisfy (B2) and condition (24) of (B1). To conclude
the proof, it is sufficient to find κ > 0 for which the linear part

A(κ)
n = ΦA((n+ 1)κ, nκ) (29)
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satisfies condition (25) of (B1), where ΦA denotes the evolution opera-
tor of the linear differential equation ξ̇ = A(t)ξ = diag(Au(t), As(t))ξ.
Then, ΦA(·, ·) = diag(ΦAu(·, ·),ΦAs(·, ·)) and since ΣSS(Au) = Σu > 0 and
ΣSS(As) = Σs < 0, for any ε > 0 there exists K > 0 such that for all t ≥ s

‖ΦA(t, s)‖ ≤ Ke(max Σu+ε)(t−s),

‖ΦA(s, t)‖ ≤ Ke(−min Σs+ε)(t−s),

‖ΦAu(s, t)‖ ≤ Ke(−min Σu+ε)(t−s).

(30)

By assumption (27), there exists ε > 0 such that

(k − `)(Σu − ε) > Σu + ε− `(Σs − ε),
(k − `)(Σs + ε) < Σs − ε− `(Σu + ε).

This, together with the estimates (30), implies for t ≥ s

‖ΦA(t, s)‖‖ΦAu(s, t)‖k−`‖ΦA(s, t)‖` ≤ K3e−β(t−s),

where

β := (max Σu + ε) + (k − `)(−min Σu + ε) + `(−min Σs + ε) < 0.

Therefore, for γ := 1
2 there exists κ1 > 0 such that

‖ΦA(t, s)‖‖ΦAu(s, t)‖k−`‖ΦA(s, t)‖` ≤ γ for t− s ≥ κ1. (31)

Similarly, there exists κ2 > 0 such that

‖ΦA(s, t)‖‖ΦAs(t, s)‖k−`‖ΦA(t, s)‖` ≤ γ for t− s ≥ κ2. (32)

With κ := max{κ1, κ2} > 0 the linear part (29) of the associated time-
κ system of (26) satisfies condition (25) of (B1) and hence the associated

time-κ system of (26) is in Dk,`flat(A
(κ)).

4 Nonautonomous Sternberg theorem

In this section we prove the Sternberg Theorem 5 for nonautonomous dif-
ferential equations. Recall that A : R → Rd×d is of the form (8), i.e.
A(t) = diag(Au(t), As(t)) with 0 6∈ ΣSS(A) = Σu ∪ Σs, Σu = ΣSS(A) ∩ R>0,
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Σs = ΣSS(A)∩R<0 and corresponding coordinates x = (xu, xs) ∈ Rdu×Rds .
Define two closed subsets of Ckflat(Rd):

Ckflat,u(Rd) := {f ∈ Ckflat(Rd) : Dif(0, xs) = 0 for i = 0, . . . , k},
Ckflat,s(Rd) := {f ∈ Ckflat(Rd) : Dif(xu, 0) = 0 for i = 0, . . . , k}.

Remark 11. In [BD84, Lemma 3] it is shown that for any f ∈ Ckflat(Rd) there
exists ϕ ∈ Ckflat,u(Rd) and ψ ∈ Ckflat,s(Rd) such that f = ϕ+ ψ.

To prove the main Theorem 5, we show several preparatory results.

Proposition 12 (Ck equivalence of discrete time systems with close non-
linearities). Let ` ∈ N, 1 ≤ ` ≤ k, and let B satisfy (B1) with Bn =
diag(Bu

n, B
s
n) ∈ Gl(d,R), Bu : Z → Rdu×du , Bs : Z → Rds×ds . Then two

systems

xn+1 = Bnxn + fn(xn), (33)

yn+1 = Bnyn + gn(yn), (34)

in Dk,`flat(B) are Ck equivalent, if either

fn − gn ∈ Ckflat,u(Rd) (n ∈ N), (35)

or
fn − gn ∈ Ckflat,s(Rd) (n ∈ N). (36)

Note that we prove Proposition 12 only under the assumption that (35)
holds. The proof under the assumption (36) is completely analogous. The
main ingredient in the proof of Proposition 12 is the nonautonomous method
of path which is developed in Appendix 5. To apply the method of path, we
define the function P : Z× Rd × [0, 1]→ Rd, (n, x, τ) 7→ P τn (x), by

P τn (x) := Bnx+ (1− τ)fn(x) + τgn(x) (37)

and consider the homotopy of nonautonomous difference equations

zn+1 = P τn (zn), τ ∈ [0, 1]

between (33) and (34). Actually, we do not apply the method of path
directly to (33) and (34), but first replace the nonlinearities fn and gn by
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cut-off nonlinearities f̃n := ψ ◦ fn and g̃n := ψ ◦ gn where ψ : Rd → Rd is the
C∞ bump function

ψ(x) =


x, for 0 ≤ ‖x‖ ≤ r,
exp

(
1− 1

1−(‖x‖−r)2
)
x, for r < ‖x‖ < r + 1,

0, for ‖x‖ ≥ r,
(38)

for some r > 0. This technical step does not change the differential equations
(33) and (34) on a tubular neighborhood R×Br(0) of the zero solutions and
ensures that P τn is invertible. We use the notation

Diffk(Rd) := {f ∈ Ck(Rd) : f−1 exists and f−1 ∈ Ck(Rd)},
Diffk0(Rd) := {f ∈ Diffk(Rd) : f(0) = 0}.

Lemma 13 (Invertibility of homotopy difference equations). For every δ > 0
there exists an r > 0 such that, with (33) and (34) from Proposition 12 and
ψ from (38), the function P : Z×Rd× [0, 1]→ Rd, (n, x, τ) 7→ P τn (x), defined
by

P τn (x) := Bnx+ (1− τ)ψ(fn(x)) + τψ(gn(x)), (39)

satisfies the following statements.

(i) P τn ∈ Diffk0(Rd) for n ∈ N and the map P : [0, 1] → Diffk0(Rd)Z, τ 7→
Pτ := P τ· (·) is continuous,

(ii) supn∈Z,x∈Rd ‖DP τn (x)−Bn‖ ≤ δ, supn∈Z,x∈Rd ‖D(P τn )−1(x)−B−1
n ‖ ≤ δ.

To prove Lemma 13, we need the following lemma.

Lemma 14 (Identity plus Ck contraction). Let η : Rd → Rd be Ck with

ρ := sup
x∈Rd

‖Dη(x)‖ < 1. (40)

Then, the map f : Rd → Rd defined by f(x) := x + η(x) is a Ck diffeo-
morphism. Furthermore, for all r > 0 we have B(1−ρ)r(0) ⊂ f(Br(0)) and
therefore

‖f−1(x)‖ ≤ 1

1− ρ
‖x‖ for all x ∈ Rd.

Proof. To show that f is injective, let x, y ∈ Rd, x 6= y. By (40),

‖η(x)− η(y)‖ < ‖x− y‖,
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which implies ‖f(x)−f(y)‖ = ‖x−y+η(x)−η(y)‖ ≥ ‖x−y‖−‖η(x)−η(y)‖ >
0, i.e. f(x) 6= f(y).

To show surjectivity of f , let x ∈ Rd. Consider T : Rd → Rd, y 7→ T (y),
defined by

T (y) := x− η(y).

By (40),

‖T (y)− T (ŷ)‖ = ‖η(y)− η(ŷ)‖ ≤ ρ‖y − ŷ‖.

Then, by the Banach Contraction Mapping Theorem there exists y ∈ Rd
such that T (y) = y, or equivalently, f(y) = x. So far, we have shown that
f is bijective.

Furthermore, by smoothness of η the function f is also Ck. On the other
hand, using the Inverse Function Theorem, the inverse f−1 of f is also Ck.

To conclude the proof, let r > 0 and y ∈ B(1−ρ)r(0). Let x ∈ Rd satisfy that
f(x) = y. Hence, ‖x+ η(x)‖ = ‖y‖ < (1− ρ)r and therefore

‖x‖ < (1− ρ)r + ‖η(x)‖ ≤ (1− ρ)r + ρ‖x‖,

which implies ‖x‖ < r, proving that B(1−ρ)r(0) ⊂ f(Br(0)).

Proof of Lemma 13. By (B1), there exists M > 1 such that

sup
n∈Z
‖Bn‖ ≤M and sup

n∈Z
‖B−1

n ‖ ≤M. (41)

Let δ > 0. Then there exists δ∗ ∈ (0,min{ δM ,
1
M2 }) which additionally

satisfies M3δ∗

1−M2δ∗ ≤ δ. Since fn, gn ∈ Ckflat(Rd) for n ∈ N, there exists an
r > 0 such that with the bump function ψ from (38)

sup
n∈Z,x∈Rd

‖Dψ(fn(x))‖ ≤ δ∗ and sup
n∈Z,x∈Rd

‖Dψ(gn(x))‖ ≤ δ∗. (42)

For τ ∈ [0, 1] define

ητn(x) := (1− τ)B−1
n ψ(fn(x)) + τB−1

n ψ(gn(x)).

Then, from (42) we derive that ‖Dητn(x)‖ ≤Mδ∗ < 1. Therefore, by virtue
of Lemma 14, the map x 7→ x+ ητn(x) is a Ck diffeomorphism. By (39), we
have

P τn (x) = Bn(x+ ητn(x)),
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which implies that P τn ∈ Diffk(Rd). The continuous dependence of P τn on τ
follows directly from the definition (39) of P τn and therefore (i) is proved.

(ii) For τ ∈ [0, 1] define

∆τ
n(x) := DP τn (x)−Bn = Dητn(x).

As in (i), from (41) and (42) we derive that

‖DP τn (x)−Bn‖ ≤Mδ∗ ≤ δ.

Also, ‖∆τ
n(x)B−1

n ‖ ≤M2δ∗ < 1. Then

DP τn (x)−1 = (Bn + ∆τ
n(x))−1 = B−1

n (id + ∆τ
nB
−1
n )−1

= B−1
n

∞∑
k=0

(−∆τ
n(x)B−1

n )k

= B−1
n

(
id +

∞∑
k=1

(−1)k(∆τ
n(x)B−1

n )k
)
,

which implies that

‖DP τn (x)−1 −B−1
n ‖ ≤M

M2δ∗

1−M2δ∗
≤ δ,

proving (ii).

To show Proposition 12, choose r > 0 such that the statements of Lemma
13 hold for P τn and additionally, using (B1), also the following inequalities
hold for n ∈ Z:∥∥∥∥∂(πu ◦ (P τn )−1)

∂xu

∥∥∥∥
∞
< 1 and ‖Dx(P τn )−1‖∞ > 1 (43)

and

‖DxP
τ
n‖∞

∥∥∥∥∂(πu ◦ (P τn )−1

∂xu

∥∥∥∥k−`
∞
‖Dx(P τn )−1‖`∞ < γ, (44)

∥∥Dx(P τn )−1
∥∥
∞

∥∥∥∥∂(πs ◦ P τn )

∂xu

∥∥∥∥k−`
∞
‖DxP

τ
n‖`∞ < γ, (45)

for a γ ∈ (0, 1).
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According to Theorem 17, to prove Proposition 12 it is sufficient to show
the existence of Zτn ∈ Ck1 (Rd) such that

Zτn+1(x)− ∂P τn
∂x

(
(P τn )−1(x)

)
Zτn
(
(P τn )−1(x)

)
=
∂P τn
∂τ

(
(P τn )−1(x)

)
(46)

for n ∈ N. In the following lemma, some properties of the right hand side
of (46) are established. For this purpose, let ` ∈ N, 1 ≤ ` ≤ k, R > 0, and
define

Mk,`
R :=

{
W ∈ C([0, 1], C`flat,u(Rd)) :

∥∥∂`W
∂x`

(τ, x)
∥∥ ≤ R‖πux‖k−`}.

Lemma 15. The right hand side

Xn(τ, x) :=
∂P τn
∂τ

(
(P τn )−1(x)

)
(τ ∈ [0, 1], n ∈ N) (47)

of (46) satisfies

(i) Xn(τ, ·) ∈ Ckflat,u(Rd) for n ∈ Z,

(ii) there exists R > 0 such that Xn ∈Mk,`
R for n ∈ Z.

Proof. From (39) and (47), we derive that

Xn(τ, x) = gn
(
(P τn )−1(x)

)
− fn

(
(P τn )−1(x)

)
. (48)

Since fn − gn ∈ Ckflat(Rd), it follows that Xn(τ, ·) ∈ Ckflat(Rd). Furthermore,
using (B2) the subspace {(0, xs) ∈ Rdu ×Rds} is invariant under fn and gn.
This together with (37) and the fact that Bn = diag(Bu

n, B
s
n) implies that

πuP
τ
n (0, xs) = πuBn(0, xs)T + (1− τ)πufn(0, xs) + τπugn(0, xs)

= 0.

Consequently, the subspace {(0, xs) ∈ Rdu ×Rds} is invariant under P τn , i.e.
πu(P τn )−1(0, xs) = 0. By (35) we have fn − gn ∈ Ckflat,u(Rd). Therefore,

Difn
(
(P τn )−1(0, xs)

)
−Dign

(
(P τn )−1(0, xs)

)
= 0.

Thus, from (48) we derive that Di
xXn(τ, 0, xs) = 0 and thus Xn(τ, ·) ∈

Ckflat,u(Rd).

(ii) Let

R := sup
x∈Rd

∥∥∥∥∂kXn

∂xk
(τ, x)

∥∥∥∥ .
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Hence, for each τ ∈ [0, 1] using the Taylor expansion of the function ∂`Xn

∂x`
(τ, x)

up to order k − ` at (0, xs) leads to∥∥∥∥∂`Xn

∂x`
(τ, x)

∥∥∥∥ =

∥∥∥∥∂`Xn

∂x`
(τ, xu, xs)− ∂`Xn

∂x`
(τ, 0, xs)

∥∥∥∥ ≤ R‖πux‖k−`,
which completes the proof.

Next, we define for n ∈ Z the map Ln : C
(
[0, 1], C`(Rd)

)
→ C

(
[0, 1], C`(Rd)

)
by

(LnW )(τ, x) := DxP
τ
n

(
(P τn )−1(x)

)
W
(
τ, (P τn )−1(x)

)
. (49)

Obviously,Mk,`
R ⊂ C([0, 1], C`(Rd)) and in the following lemma, we provide

some useful estimates on the restriction of the product of linear operators
Ljn := Ln+j−1 · · ·Ln on Mk,`

R , where n ∈ Z and j ∈ N.

Lemma 16. For each W ∈ Mk,`
R the following statements hold for all

(τ, x) ∈ [0, 1]× Rd and n ∈ Z, j ∈ N.

(i) ‖LjnW (τ, x)‖ ≤ Rγj‖πux‖k.

(ii) There exists ε > 0 such that for ‖πux‖ ≤ ε∥∥∥∥∥∂iLjnW∂xi
(τ, x)

∥∥∥∥∥ ≤ Rγj‖πux‖k−i for i = 1, . . . , `.

Proof. (i) By (49), we have

LjnW (τ, x) =

j−1∏
i=0

DxP
τ
n+i((P

τ
n+i)

−1(x))
(
W (τ, (P τn+j−1)−1 ◦ · · · ◦ (P τn )−1(x))

)
,

(50)
which implies that

‖LjnW (τ, x)‖ ≤
j−1∏
i=0

‖DxP
τ
n+i‖∞‖W (τ, (P τn+j−1)−1 ◦ · · · ◦ (P τn )−1(x))‖. (51)

Since W ∈Mk,`
R , it follows with the mean value theorem that

‖W (τ, x)‖ ≤ R

(k − r + 1) · · · k
‖πux‖k.
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On the other hand, using the invariance of {0}×Rds under P τn and the mean
value theorem, we obtain that

‖πu ◦ (P τn+j−1)−1 ◦ · · · ◦ (P τn )−1(x)‖ ≤

(
j−1∏
i=0

∥∥∥∥∂(πu ◦ (P τn+i)
−1)

∂xu

∥∥∥∥
∞

)
‖πux‖.

Therefore, from (51) we derive that

‖LjnW (τ, x)‖ ≤ R

(k − r + 1) · · · k
‖πux‖k

j−1∏
i=0

‖DxP
τ
n+i‖∞

∥∥∥∥∂(πu ◦ (P τn+i)
−1)

∂xu

∥∥∥∥k
∞
,

which together with (43) and (44) completes the proof of this part.

(ii) By induction, it is sufficient to show this assertion for j = 1, i.e. there
exists ε > 0 such that for ‖πux‖ ≤ ε∥∥∥∥∂iLnW∂xi

(τ, x)

∥∥∥∥ ≤ Rγ‖πux‖k−i for i = 1, . . . , `.

Note that this assertion follows directly from [Bon93, Lemma 4].

Proof of Proposition 12. By virtue of Lemma 16(i), the series

∞∑
j=0

Ljn−jXn−1−j(τ, x) =: Zτn(x), (52)

with Xn(τ, x) as in (47), converges for each n ∈ Z. By definition of Zn, we
have

Zτn+1(x) =

∞∑
j=0

Ljn+1−jXn−j(τ, x)

=
∞∑
j=1

Ljn+1−jXn−j(τ, x) +Xn(τ, x)

= LnZ
τ
n(x) +Xn(τ, x),

which shows that (Zτn(x))n∈Z is a solution of (46). Furthermore, using
Lemma 16(ii), we get∥∥∥∥∥∂iLjnX∂xi

(τ, x)

∥∥∥∥∥ ≤ Lγj‖πux‖k−i for i = 1, . . . , ` (53)
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if ‖x‖ ≤ ε for some ε > 0, and by cutting-off fn and gn, this estimate also
holds for all x ∈ Rd. Consequently, Zτn(·) is a C` function and in particular,
Zτn(0) = 0 and DZτn(0) = 0. Hence, Zτn ∈ C`1(Rd). Finally, by (53) the series∑∞

j=0 L
j
n+1−jXn−j(τ, x) converges uniformly in τ to Zτn in ‖ · ‖`. Therefore,

the map Z : [0, 1]→ C`1(Rd)Z, τ 7→ Zτ := Zτ· (·), is continuous. By virtue of
Theorem 17, the systems (33) and (34) are C`-equivalent.

We are now in a position to prove the main theorem.

Proof of Theorem 5. By Proposition 6, an arbitrary system in Ok+2(A) is
Ck equivalent to a system

ẋ = A(t)x+ g(x) (54)

in Okflat(A). According to Proposition 10, there exists a κ > 0 such that the
associated time-κ system of (54)

xn+1 = A(κ)
n xn + f (κ)

n (xn) (55)

is an element of Dk,`flat(A). By Remark 11, there exist ϕn ∈ Ckflat,u(Rd) and

ψn ∈ Ckflat,s(Rd) for n ∈ N such that (55) can be rewritten as

xn+1 = A(κ)
n xn + ϕn(xn) + ψn(xn). (56)

Since ϕn ∈ Ckflat,u(Rd) for n ∈ N, it follows together with Proposition 12

that system (56) is C` equivalent to the following system

xn+1 = A(κ)
n xn + ψn(xn).

Applying Proposition 12 once again, this system is C` equivalent to the
linear system

xn+1 = A(κ)
n xn.

Therefore, by Proposition 9 system (54) is C` equivalent to its linearization
ẋ = A(t)x.

5 Appendix

In this section the method of path [DRR81] is extended from autonomous to
nonautonomous discrete time systems. It provides a way to construct a Ck
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equivalence between two nonautonomous difference equations

xn+1 = Fn(xn), (57)

yn+1 = Gn(yn), (58)

with Fn, Gn ∈ Diffk(Rd) for n ∈ N, by considering the homotopy

P : Z× Rd × [0, 1]→ Rd, (n, x, τ) 7→ P τn (x) := (1− τ)Fn(x) + τGn(x)

between Fn and Gn or, equivalently, the homotopy of difference equations

zn+1 = P τn (zn), (τ ∈ [0, 1]) (59)

between (57) and (58). Define P : [0, 1]→ Diffk(Rd)Z, τ 7→ Pτ := P τ· (·).

Theorem 17 (Method of the path). Assume that

(i) Pτ ∈ Diffk0(Rd)Z for τ ∈ [0, 1],

(ii) P : [0, 1]→ Diffk0(Rd)Z is continuous,

(iii) For every τ ∈ [0, 1] and n ∈ N there exists Zτn ∈ Ck1 (Rd) with

Zτn+1(x)− ∂P τn
∂x

(
(P τn )−1(x)

)
Zτn
(
(P τn )−1(x)

)
=
∂P τn
∂τ

(
(P τn )−1(x)

)
(60)

for n ∈ N and Z : [0, 1]→ Ck1 (Rd)Z, τ 7→ Zτ := Zτ· (·), is continuous.

Then (57) and (58) are Ck equivalent.

Proof. Since Z ∈ C([0, 1], Ck1 (Rd)Z), there exists K > 0 such that

‖Zτn(x)‖ ≤ K‖x‖ for all n ∈ Z, τ ∈ [0, 1], x ∈ Rd,

Consequently, for n ∈ Z, x ∈ Rd the initial value problem

dξ

dτ
(τ) = Zτn(ξ(τ)), ξ(0) = x,

is uniquely solvable on [0, 1]. Let Tn(τ, x) denote its unique solution, i.e.

∂Tn
∂τ

(τ, x) = Zτn(Tn(τ, x)), Tn(0, x) = x. (61)
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Then,

‖Tn(τ, x)‖ ≤ ‖x‖+M

∫ τ

0
‖Tn(s, x)‖ ds.

Using Gronwall’s inequality [Har82, Chapter 3, Theorem 1.1], we obtain
that ‖Tn(τ, x)‖ ≤ eKτ‖x‖ and thus limx→0 Tn(τ, x) = 0 uniformly in n ∈ Z.

To show that (n, x) 7→ Tn(τ, x) is a Ck equivalence between (57) and (59),
we first show that

Tn+1(τ, Fn(x)) = P τn (Tn(τ, x)) for n ∈ Z, x ∈ Rd. (62)

For this purpose, let n ∈ Z, x ∈ Rd and define V : [0, 1]× Rd → Rd by

V (τ, x) := P τn
(
Tn(τ, F−1

n (x))
)
.

Taking derivatives on both sides with respect to τ yields

∂V

∂τ
(τ, x) = DxP

τ
n

(
Tn(τ, F−1

n (x))
)∂Tn
∂τ

(τ, F−1
n (x)) +

∂P τn
∂τ

(
Tn(τ, F−1

n (x))
)
,

which, together with the fact that Tn(τ, F−1
n (x)) = (P τn )−1(V (τ, x)), implies

∂V

∂τ
(τ, x) = DxP

τ
n

(
(P τn )−1(V (τ, x))

)∂Tn
∂τ

(τ, F−1
n (x))+

∂P τn
∂τ

(
(P τn )−1(V (τ, x))

)
.

Using (61), we obtain

∂V

∂τ
(τ, x) = DxP

τ
n

(
(P τn )−1(V (τ, x))Zn(τ, (P τn )−1(V (τ, x))) +

+
∂P τn
∂τ

((P τn )−1(V (τ, x)))
)
,

which, together with (60), gives

∂V

∂τ
(τ, x) = Zn+1(τ, V (τ, x)).

Furthermore, V (0, x) = x and by the uniqueness of the solution of (61) for
n+ 1, we have V (τ, x) = Tn+1(τ, x) and (62) follows.

To conclude the proof, it remains to show that Tn(τ, ·) is a local Ck diffeo-
morphism on Br(0) for some r > 0 which is independent of n ∈ Z. For this
purpose, we define for n ∈ N the function ηn(τ, ·) : Rd → Rd by

ηn(τ, x) := Tn(τ, x)− x.
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Since Tn(0, x) = x, it follows that ηn(0, x) = 0. Since Zn(τ, x) is Ck in x,
also Tn(τ, x) and ηn(τ, x) are Ck in x. Furthermore, from (61) we derive
that

∂DxTn
∂τ

(τ, x) = DxZn(τ, Tn(τ, x))DxTn(τ, x),

which implies that

∂Dxηn
∂τ

(τ, x) = DxZn(τ, Tn(τ, x))(id +Dxηn(τ, x)),

or equivalently,

Dxηn(τ, x) =

∫ τ

0
DxZn(s, x+ ηn(s, x))(id +Dxηn(s, x)) ds. (63)

Since Z ∈ C([0, 1], Ck1 (Rd)Z), there exists L > 0 such that ‖DxZn(τ, x)‖ ≤
L‖x‖. This, together with the fact that ‖Tn(τ, x)‖ ≤ eKτ‖x‖ ≤ eK‖x‖,
implies that

‖DxZn(τ, Tn(τ, x))‖ ≤ LeK‖x‖.

Hence, from (63) we derive that

‖Dxηn(τ, x)‖ ≤ LeK
∫ τ

0
‖x‖(1 + ‖Dxηn(s, x)‖) ds

≤ LeK‖x‖+ LeK‖x‖
∫ τ

0
‖Dxηn(s, x)‖ ds.

Using Gronwall’s inequality [Har82, Chapter 3, Theorem 1.1], we obtain
that

‖Dxηn(τ, x)‖ ≤ LeK‖x‖eLeK‖x‖τ .

Consequently, there exists r > 0 such that

ρ := sup
n∈Z

max
τ∈[0,1]

max
‖x‖≤r

‖ηn(τ, x)‖ < 1.

In view of Lemma 14, the map Tn(τ, ·) : Br(0)→ Tn(τ,Br(0)) is a Ck diffeo-
morphism and B(1−ρ)r(0) ⊂ Tn(τ,Br(0)). Furthermore, by Lemma 14 the
inverse function of Tn(τ, ·) denoted by Sn(τ, ·) : B(1−ρ)r(0)→ Br(0) satisfies
limx→0 Sn(τ, x) = 0 uniformly in n ∈ Z. Consequently, (n, x) 7→ Tn(τ, x)
is a Ck equivalence between (57) and (59) and, in particular, between (57)
and (58) for τ = 1.
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Séminaire Bourbaki 6, Exp. No. 217, 179–196, Soc. Math. France, Paris,
1995.

[Cop78] W.A. Coppel. Dichotomies in Stability Theory. Springer Lecture
Notes in Mathematics 629. Springer-Verlag, Berlin, 1978.

[DRR81] F. Dumortier, P.R. Rodrigues and R. Roussarie. Germs of Diffeo-
morphisms in the Plane. Springer Lecture Notes in Mathematics 902.
Springer-Verlag, 1981.

[Har82] P. Hartman. Ordinary differential equations. Birkhäuser, Boston,
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