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Lectures by Frans Oort:

I Finite commutative group schemes annihilated
by p

II Is a finite group scheme annihilated by its
rank?

1 Introduction. We focus on the concept of a finite group scheme. Al-
though basic concepts are formulated for schemes, eventually the core of our
considerations can be formulated for base fields or base rings and algebras
over base rings. We do not need deep basic concepts of algebraic geometry,
although in remarks indicating geometric motivation and consequences more
knowledge is needed for understanding.
Warning. My mini-course is not meant as a complete course in finite group
schemes. Some results will be taken as BB (black box: the statement should
be clear and understandable, but no proof is given here). More extensive
description of the theory of finite group schemes are given in [24], [44], [36],
[32], [35].

We have two main themes:

(I) A classification of finite commutative group schemes annihilated by p
over a perfect field as announced by Hanspeter Kraft in [15]. This
implies that the set of isomorphisms classes of such group schemes of
a fixed rank over an algebraically closed field is finite, Section 8, see
(1.1), with important geometric applications. In the preprint by Kraft
this result is stated. Complete proofs can be found in [26], [18], [3].

• It this interesting, is this a useful mathematical idea to study? In
Section 20 we see that this theorem is crucial in understanding moduli
spaces of polarized abelian varieties in positive characteristic.

Dieudonné theory translates properties of commutative group schemes over
perfect fields into properties of modules over a certain ring. By the Krull-
Remak-Schmidt Theorem, see (2.3), a module of finite length is a direct sum
of indecomposable modules. The idea of a proof of a proof of (I) is
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• construct candidates for indecomposable finite group schemes, see (3.2),
(3.3).

• then show these are indeed indecomposable,

• and prove these are all possible indecomposable modules.

The classification of finite commutative group schemes annihilated by p over
an algebraically closed field k as described in Theorem (8.3) has a corollary:

(1.1) Corollary. Let k be an algebraically closed field of characteristic p.
For any n ∈ Z>0 the set of k-isomorphism classes of finite commutative
group schemes of rank pn annihilated by p is finite. See (8.4).

We see three condition: (1) k is algebraically closed, (2) work with commu-
tative group schemes, (3) annihilated by p. In Section 10 we show all three
conditions are necessary in order to conclude finiteness in (1.1).

The idea of this classification can be found in a preprint [15] in 1975.
Proofs of this can be found in [26], [18], [19], [20], [3], [21]. In order to
state this theorem we will first develop notations and ideas, especially the
concepts of circular words (3.3) and linear words (3.2), as for the first time
given by Kraft, in order to be able to formulate precise results.

Of independent interests are two tools we use in the proof: the Krull-Remak-
Schmidt Theorem, see (2.3), and a theorem originally proved by Hasse and
Witt in 1936, now known as the Lang-Seidenberg Theorem (5.3).

(II) We study the question whether a finite group scheme of constant rank
over an arbitrary base scheme is annihilated by its rank (the scheme
theoretic analogue of a theorem of Legendre for abstract finite groups).

Open Question. In the second talk for a finite group scheme G → S of
rank m we study the morphism [m]G : G → G and we ask the question
whether this factors through the trivial element of G/S:

([m]G : G→ G)
?
=

(
G→ S

e
↪→ G

)
, rank(G/S) = m.

We collect all kind of examples in a separate section. These will be of crucial
importance for understanding material discussed.
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The following concepts will be assumed to be known to the audience: basic
algebra and basic algebraic geometry; the definition of a group scheme;
the morphism FS : S → S(p) for a (group) scheme in characteristic p; the
notion of the morphism VG : G(p) → G of a commutative group scheme in
characteristic p. The theory of the Dieudonné module of a commutative
group scheme in over a perfect field of characteristic p.

2 Strategy for proof of the classification of finite commutative
group schemes annihilated by p

(2.1) In this topic we fix a prime number p, and all group schemes con-
sidered will be over an algebraically closed field k ⊃ Fp. We study com-
mutative group schemes, apply the Dieudonné module functor, shifting the
problem to a classification of certain modules. We assume moreover that
group schemes considered, and hence Dieudonné modules considered, are
annihilated by p. We write Λ = Λk for the ring of infinite Witt vectors over
k, and R = Λ{F ,V} with the well know relations, in particular

R(1) = R/pR = k{F ,V}

for the Dieudonné ring modulo p, i.e. with relations

FV = 0 = VF , Fx = xpF , xV = Vxp.

Write M = Mk for the category of left modules over R(1), finite as a k-
vector space (i.e. of finite length). We are going to classify all isomorphism
classes in Mk.

This category M is an abelian category, kernels and cokernels exist, direct
sums exist, and every object is artinian and noetherian (descending and
ascending chains are stationary.)

Covariant Dieudonné module theory translates F : G → G(p) into mul-
tiplication by V : D(G) → D(G), and (for commutative group schemes)
translates V : G(p) → G in multiplication by F : D(G) → D(G). If G is
finite and local, then F is nilpotent, hence V is nilpotent. If GD is finite and
local, then V is nilpotent on G, hence F is nilpotent.
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(2.2) Definition. An object M in an additive category is said to be inde-
composable if M 6= 0 and M ∼= M1 ⊕M2 implies either M1 = 0 or M2 = 0.

An object M is called simple if 0 ⊂M1 (M implies 0 = M1.

Example. A finite abelian group G is indecomposable if and only G is
cyclic of prime power order. A finite abelian group G is a simple object in
that category if and only G is cyclic of prime order.

Example. Up to isomorphism there are three simple finite group schemes
of rank p over k = k ⊃ Fp in the category of finite commutative group
schemes over k:

Z/p
k
; αp,k; µp,k;

their (covariant) Dieudonné modules are k-vector spacs of dimension one
with respectively:

F = 0, and V bijective; F = 0, and V = 0 ; F = 0 bijective, and V = 0.

The splitting of finite commutative group schemes (over a perfect field )
into etale-local, local-local, local etale summands translates into properties
of their Dieudonné modules. In particular

(G is local-local) ⇐⇒ (V and F are nilpotent on M = D(G)).

The category of finite dimensional Dieudonné modules annihilated by p is
an abelian category, kernels and cokernels exist, direct sums exist, and ev-
ery object is artinian and noetherian (descending and ascending chains are
stationary.)

Remark / Definition. For a module over k{F ,V} we have

V(M) ⊂ Ker(F) and F(M) ⊂ Ker(V).

Suppose dimk(M) < ∞. Note that dim(Ker(F)) + dim(F(M)) = dim(M)
and the same for V. Hence:

(V(M) = Ker(F))⇐⇒ (F(M) = Ker(V)).

We say M is a BT1-module (explanation of this terminology later) if this
condition holds.
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Remark. Consider MBT, the category of BT1-modules over k; note that
D(αp,k) is not in this category; we know a (non-trivial) classification of all
simple objects in MBT, see [27]; for more information see Section 20; note
that any simple object inMBT on which F and V are nilpotent is not simple
in M. We use the terminology “simple” and “indecomposable” for objects
considered in M. Note that not every morphism in MBT has a kernel or a
cokernel in this category MBT.

We recall the following result for an arbitrary ring, and later we will apply
this for the Dieudonné ring.

(2.3) Theorem (Krull-Remak-Schmidt).
See [1], § 2.5; see [33] Chap 5;
see [16], Proposition X.7.4 and Theorem X.7 5.
Just a reminder: for R = Z, classifying finite abelian groups, we see that
every simple object is Z/` where ` is a prime number, and every indecompos-
able object is of the form Z/`n, with n ∈ Z>0. (Do not get into confusion:
“simple finite groups” is a much wider concept than ”simple object” in the
category of finite abelian groups.)

Hence the classification theorem we are looking for translates into:
Question. Classify all isomorphism classes in M = Mk: describe all
indecomposable objects in M.

A little warning. In the theorem above the indecomposable modules and
their multiplicities are determined by a module M considered; however the
decomposition-isomorphism in the theorem in general is far from unique.
This will be the most serious obstacle in the proof discussed below.

This idea indicates what kind of facts we have to show in order to answer
the question: find all indecomposable objects in M.

The proof we are going to give as an answer to this question will consists of
the following steps.

(A) In the category M, following Kraft, we construct objects M ′u and
Mbwe. The goal is to show these are indecomposable and that these
are the only indecomposable modules in M.
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– How do we prove these are indecomposable,

– how do we show there are no other idecomposable modules in M,
and

– how do we find which appear in a decomposition of a given M ∈
M?

(B) For any M ∈M we construct the canonical filtration (canonical flag)

can.flag(M) = Q∗ = (0 = Q0 $ · · · $ Qi $ Qi+1 $ · · · $ Qm = M)

and we prove various properties. In particular we show this flag is
saturated , see (4.2), (4.4). A flag is a filtration were the numbering is
chosen such that Qi $ Qi+1 for every i.

(C) The associated graded

G(M) = G(can.flag(M)) :=
∑

0≤i<m
Qi+1/Qi

turns out to be a Dieudonné module, steps in the canonical filtration
are vertices of a directed graph Γ = Γ(M) and
(AHA) this defines a set of words and a decomposition of G(M) into
the indecomposables constructed in (A).
Note that we still have to show these are all indecomposable modules.
Notation. We write

∑
or × for a direct sum of k-vector spaces and ⊕

and
⊕

for a direct sums of Dieudonné modules.

(D) Using this filtration we show every M ′u is indecomposable and for an
indecomposable cyclic word w the object Mbwe is indecomposable.
Remark. We give a proof using filtrations; is is plausible that a
(complicated) direct proof can be given of the fact that these modules
are indecomposable.

(E) The canonical maps Qi+1 → Qi+1/Qi can be lifted (choices involved)
to an isomorphism of Dieudonné modules

M
∼←− G(M) ∼=

(
⊕i∈L M ′ui

)⊕(
⊕j∈C Mbwje

)
,

where L is a finite set of linear words and C is a finite a set of inde-
composable circular words.
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3 A: Construction of M ′u and Mbwe

(3.1) We explain a notation we are going to use. For a module M ∈ M
and a non-zero element x ∈M we use the following shorthands.

Vx Vx 6= 0 x 6∈ Ker(V) (V(x) 6= 0)
V←[ x

Fx ∃y ∈M with Fy = x x ∈ F(M) y
F7→ x, V(x) = 0

∅x x ∈ Ker(V) and x 6∈ F(M)

xF Fx 6= 0 x 6∈ Ker(F) x
F7→ (F(x) 6= 0)

xV ∃y ∈M with Vy = x x
V← [ y, F(x) = 0

x∅ x ∈ Ker(F) and x 6∈ V(M)

Note the direction of the arrows. Moreover, as FV = 0 = VF we have
Ker(V) ⊂ F(M) and Ker(F) ⊂ V(M); check that al possibilities appear in
the table above.
Note:
V(x) = z ⇒ F(z) = 0;
F(y) = x ⇒ V(x) = 0.

(3.2) Linear words: construction of M ′u.
Let h ∈ Z≥0, let L1, · · · , Lh ∈ {F ,V}; write u = ∅ if h = 0, and otherwise
u = (L1 · · ·Lh); we say u is a linear word . We choose a k-vector space of
dimension h+ 1

M ′u =
∑

1≤i≤h+1

k·zi

and we define F and V on M ′u by

∅z1L1z2 · · · zhLhzh+1∅;

sometimes we write L0 = ∅, and Lh+1 = ∅. For every index i the notation
Li−1ziLi defines F(zi) and V(zi). Moreover FV = 0 = VF for every base
vector.
Conclusion. We have defined a Dieudonné module M ′u ∈M.
Moreover Fh+1 and Vh+1 are zero on M ′u (give a proof); hence M ′u ∈ M is
local-local.
A particular case. For the emptyword, h = 0 we see M ′∅ has dimension one,
and F and V are zero on this module. We see D(αp) = M ′∅.
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Claim. Suppose F and V are nilpotent on M For every 0 6= M ∈ M there
exists an inclusion M ′∅ ↪→M ;

M ′∅ is the only simple local-local object in M.
Proof. For every 0 6= x ∈M either F(x) = 0 = V(x), and we are done,

or there exists j ∈ Z>0 with F j(x) 6= 0 and F j+1(x) = 0, and M ′∅
∼=

k·F j(x),
or there exists j ∈ Z>0 with Vj(x) 6= 0 and Vj+1(x) = 0, and M ′∅

∼=
k·Vj(x). 2

Claim. For every word u, M ∈M ′u, we have

V(M) $ Ker(F) and F(M) $ Ker(V).

Proof.
For ∅z1? we see z1 6∈ F(M) and z1 ∈ Ker(V);
For ?zh∅ we see zh 6∈ V(M) and z1 ∈ Ker(F). 2

(3.3) Circular words: construction of Mbwe.
Let h ∈ Z≥1, let L1, · · · , Lh ∈ {F ,V}. We write w = [L1 · · ·Lh], call this a
circular word ; define Lj for every j ∈ Z: write Lj+mh = Lj for every m ∈ Z;
circular permutations (shift of indices) give an equivalence between circular
word; its equivalence class is indicated by bwe. We choose a k-vector space
of dimension h

Mbwe =
∑

1≤i≤h
k·zi

and we define F and V on Mbwe by

z1L1z2 · · · zhLhz1.

For every index i the notation L1−iziLi defines F(zi) and V(zi). Moreover
FV = 0 = VF for every base vector.
Conclusion. We have defined a Dieudonné module Mbwe.

Consider M = Mbwe with w = [L1 · · ·Lh] over k = k ⊃ Fp.

• For every w and every d ∈ Z>0, there is an isomorphism Mbwde
∼=

(Mbwe)
d; here we write wd = [L1 · · ·Lh, · · · , L1 · · ·Lh], the word w

repeated d times. In a proof of this fact we use Fpd ⊂ k.

• Definition. A circular word w′ is said to be indecomposable if there
does not exists a circular word w and d ∈ Z>1 with w′ = wd.
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• We going to show that an indecomposable circular word w defines an
indecomposable module M = Mbwe.

• On Mb[F ]e the map V is zero and F is bijective. Note that Mb[F ]e ∼=
D(Z/p). Recall that MbFed

∼= (MF )d.

• On Mb[V]e the map F is zero and V is bijective. Note that Mb[V]e ∼=
D(µp). Recall that MbVed

∼= (MV)d.

• Any M = Mbwe is a BT1-module. (Give a proof.)

• If both F and V do appear in w, then Mbwe is local-local (give a proof).

• We see: over k the classification of indecomposable modules Mw ∈M
is easy if only F or only V appear in w, and we are left with the case
both F and V do appear in w.

• We will write Mw instead of Mbwe if no confusion is possible.

Remark.

• Maps between BT1-module can have a a kernel and/or a cokernel that
is not a BT1-module.

• A map M ′u1
→ M ′u2

can have a a kernel and/or a cokernel that is a
BT1-module.

• In general an automorphism of M ′u⊕Mbwe does not preserve the sum-
mands.

• There are many extensions of the form M/P ′ ∼= P ′′ that are not split,
even in the case P ′ and P ′′ are indecomposable.

These facts are serious obstacles for a proof we are going to present: we are
going to write any M as a decomposition of indecomposables, but even the
splitting in circular-linear ones is not canonical in general.

(3.4) Exercise. If M/P ′ = P ′′ is an extension in M and P ′, P ′′ ∈ MBT

then also M is a BT1-module.
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(3.5) It is convenient to visualize linear and circular words by graphs. Here
are examples

x2

V

��

F

��

Note : F from left to right,

x1 x3

F

��

x5

V

��

F

��

u = (VFFVF);

x4 x6 V from right to left.

Note: F(x1) = 0 = V(x1), F(x4) = 0 = V(x4) and F(x6) = 0 = V(x6).

x1

F

  

w = [FFVFV] Note : F from left to right,

x2

F

  

x4

V

xx

F

&&

x6 = x1

V

uu
x3 x5 V from right to left.

or

x1

V

��

F

��

Note : clockwise F

x4

F
xx

V
''

x2

F

��

w = [FFVFV].

x5 x3 anti− clockwise : V.

4 B: The canonical filtration

(4.1) In this section we develop the basic idea used in proofs below. We
consider filtrations of M by Dieudonné submodules. A flag in M is a fil-
tration S∗ = (0 = S0 ⊂ · · · ⊂ Sm = M) with proper inclusions: for every
0 ≤ i < m we have Si $ Si+1.
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(4.2) Definition. A flag S∗ is called saturated if the following two prop-
erties hold:
(F) For every index 0 ≤ i < m either F(Si) = F(Si+1) or there exists a
(unique) index j ≤ i with

F(Si) ⊂ Sj , F(Si+1) ⊂ Sj+1,

F(Si+1) ∩ Sj = F(Si), Sj + F(Si+1) = Sj+1,

(V) For every index 0 ≤ i < m either V(Si) = V(Si+1) or there exists a
(unique) index j ≤ i with

V(Si) ⊂ Sj , V(Si+1) ⊂ Sj+1,

V(Si+1) ∩ Sj = V(Si), Sj + V(Si+1) = Sj+1.

The conditions (F) and (V) can be rephrased as:
for every index 0 ≤ i < m either the map induced by F on Si+1/Si is zero,
or there exists j and a bijective map

F mod F(Si) :
Si+1

Si

∼−→ Sj+1

Sj
.

For every index 0 ≤ i < m either the map induced by V on Si+1/Si is zero,
or there exists j and a bijective map

V mod V(Si) :
Si+1

Si

∼−→ Sj+1

Sj
.

(4.3) Construction. For a filtration S∗ we use the following operations:

• (F )(S∗): add all Si + (F(Sj) ∩ Si+ 1) and ((F ))(S∗) := (F )�0(S∗);
analogous notation for ((V −1)), ((V )), ((F−1)); each of these opera-
tions refines the previous filtration;

• (V −1-F )(S∗) :=
(
((V −1))((F ))

)�0
(S∗); analogous notation for (F−1-V )(S∗).

• Start with S(0) = (0 ⊂M). Define

S(2m+1) = (V −1-F )(S(2m)), S(2m+2) = (F−1-V )(S(2m+1)).
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• In S(�0) renumber the steps in order to obtain a flag:

Q∗ = (0 =$ Q1 ⊂ Qi $ Qi+1 ⊂ Qr = M) ,

the canonical filtration of the module M . This is called the V −1-F
canonical filtration.

• As we start with ((F ))(S0), we see that all At := F tM appear as
submodules in Q∗:

0 = Am := FmA $ Am−1 ⊂ · · ·A1 = FM ⊂ A0 := M.

• Remark: in general VtA do not appear in this filtration and in general
F tA do not appear in the (F−1 − V ) canonical flag.

• Remark. For a BT1-module it suffices to choose (V −1-F )(S∗) and
obtain a saturated filtration; however if at least two different linear
words appear this will not give a saturated filtration, and we extend
the procedure as is described above.

(4.4) BB Proposition. For any M ∈ M its canonical filtration Q∗ =
Q(M) is saturated.

5 Semilinear maps

(5.1) We work over a field K ⊃ Fp. Let M be a vector space over a field
K, and q = pe. We say ϕ : M → M is a q-semilinear map, if it is a
homomorphism of additive groups with moreover the property that

ϕ(a·x) = aq·ϕ(x), a ∈ K, x ∈M.

Understanding the theorem below it is useful to grasp the essence of the
following exercises.

(5.2) Examples. Consider over any field K the matrix

A =

(
1 0
1 1

)
(1) There does not exist an invertible matrix S such that S−1AS is a diagonal
matrix.
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Proof. The eigenvalues of A are equal to one. If S−1AS would be a diagonal
matrix, this is

S−1·A·S = 12; hence A = S·12·S−1 = 12,

a contradiction.
(2) With K = k ⊃ Fp algebraically closed, and q-semilinear map defined by
A, i.e. ϕ(1, 0) = (1, 1) and ϕ(0, 1) = (0, 1), show that for every λ ∈ k there
exist a, b ∈ k such that ϕ(a, b) = λ(a, b).
Proof. Indeed, choose any a with aq−1 = λ and then b satisfying bq − λb+
λa = 0.
Exercise. For A as above, show for any non-zero λ1, λ2 there exists

S ∈ GL(2, k) such that S−1AS(q) = Diag(λ1, λ2).

Below we will show a result generalizing this exercise; we see that “eigen-
values of q-semilinear map” is not a good concept.

Write G = GLd for the matrix group variety with G = GL(d, k) = GLd(k)
the group of square d× d matrices over k with non-zero determinant.

(5.3) Theorem (Hasse-Witt, Lang-Steinberg). Let k = k ⊃ Fp be an
algebraically closed field op characteristic p. Let q = pe, and let d ∈ Z>0,
and write M = kd. For any A ∈ G := GL(d, k) there exists T ∈ G such
that

T−1AT (q) = 1d.

I.e. any q-semilinear endomorphism on a d-dimensional vector space over k
can be written as diagonal matrix 1d after an appropriate choice of base.

References for the theorem: [11], § 3, Satz 10; [41], Theorem 10.1; [21].

For any X consider the morphism fX : G → G, with G = GLd given by
U 7→ U−1XU (g).

Corollary. (1) For A,B ∈ G there exists S ∈ G such that

B = S−1AS(q).

(2) For every invertible X ∈ G the morphism of algebraic varieties

fX : GLd → GLd
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is surjective on geometric points.
Proof. For given A and given B choose T−1AT (q) = 1d and Z−1BZ(q) = 1d;
write S = TZ−1 and conclude B = S−1AS(q). This proves (1).
For B ∈ G and X ∈ G we can choose S with B = S−1XS(q), i.e. fX(S) = B.
This proves (2).

We give a proof of 5.3. For any X and any U ∈ G(k) consider the induced
map on tangent spaces

(dfX)U : tG,U → tG,fX(U).

Note that the kernel of this tangential map is the same as the kernel of
the tangential map at U ∈ G(k) defined by U 7→ U−1X; this last one is
injective, hence (dfX)U is injective, hence an isomorphism. This shows that
the morphism fX has finite geometric fibers; as G = GLd is an irreducible
variety this shows that fX(G) ⊂ G contains a Zariski-dense open subset for
every X. We apply this with X = A and with X = 1d, proving

fA(G)(k) ∩ f1d
(G)(k) 6= ∅.

With γ in this intersection we have

Y −1AY (q) = γ = Z−11dZ
(q),

hence
T−1AT (q) = 1d for T = Y Z−1.

This proves the theorem. 2

6 C: Directed graphs

(6.1) Let R∗ = (R0 $ · · · $ Rr = M) be a saturated flag of M ∈ M. We
define a directed graph Γ(R∗):
the set vertices is {0, · · · , r− 1}; this is the same as {Rj+1/Rj | 0 ≤ j < r};
for any bijective map

F : (Ri+1/Ri)
∼→ (Rj+1/Rj) an edge is given by i 7→ j with label F ;

for any bijective map

V : (Ri+1/Ri)
∼→ (Rj+1/Rj) an edge is given by i←[ j with label V .

Note the direction of the arrows: the last one could also better be baptized,
or understood as V −1.
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(6.2) Proposition / Notation. Let

Γt ⊂ Γ = Γ(R∗), 1 ≤ t ≤ g

be the connected components. All subquotients appearing in the same Γt have
the same dimension dt. In this way R∗ determines {(Γt, dt) | 1 ≤ t ≤ g}.

2

In this way R∗ determines a set of words vt with multiplicities dt for every
t with either vt a linear or a circular word.

(6.3) The word determined by a connected directed graph. Note
that any vertex in Γ = Γ(R∗) has at most two ends of an edge connected to
this vertex. Every edge is directed by F or (in the opposite direction) by V .
This implies that a connected component Γt ⊂ Γ

either has a beginning, and an end, and the labels F and V give a linear
word, which we denote by u = word(Γt),

or the graph Γt is circular, and the labels F and V give a word, which
we denote by w = word(Γt).

(6.4) Proposition. A saturated flag R∗ determines its associated graded

G(R∗) :=
∑

1≤j<r
Rj+1/Rj .

The maps induced by F and V on these subquotients give G(R∗) the structure
of a Dieudonné module. We obtain an isomorphism

G(R∗) ∼=
(
⊕(M ′u)du

)⊕(
(Mw)dw

)
,

sums taken over al words in Γ(R∗) and their multiplicities.

A final filtration R∗ = (R0 $ · · · $ Rr = M) is a saturated filtration where
moreover all subquotients Rj+1/Rj have dimk(Rj+1/Rj) = 1.

(6.5) Proposition. Any saturated filtration R∗ can be refined to a final,
saturated filtration R′∗ . These two filtrations define the same sets of words
and equal mutiplicities.

Two saturated filtrations R∗ and T∗ of M give the same sets of words
with their multiplicities.
Conclusion. For M ∈M any saturated filtration gives, up to isomorphism,
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the same decomposition as in (6.4).
Hence without risk for confusion, but up to isomorphism, we can write G(M).
Proof. Strategy:
(1) we choose an ordered k-basis for G(R∗) respecting

∑
1≤j<r Rj+1/Rj ;

(2) this defines a final filtration of G(R∗) and it induces a final filtration R′∗;
(3) the final filtrations R′∗ and T ′∗, up to a permutation, have isomorphic
subquotients.
(1) For a connected Γt ⊂ Γ = Γ(Q∗) we know all submodules appearing in
this word have the same dimension dt.

If word(Γt) = u = L1 · · ·Lh is a linear word, consider the subquotient
Qi+1/Qi given by the first position in the word (the beginning). Choose an
ordered k-basis for Qi+1/Qi and using the bijections Lj in the saturated Q∗
prolong this basis to all subquotients appearing in Γt; use this coherent set
of bases in order to refine the filtration, adding steps in these subquotients.
In this way we obtain a filtration by Dieudonné modules of G(R∗) with
subquotients of dimension one in the subquotients appearing in Γt.

If word(Γt) = w = L1 · · ·Lh is a circular word consider the subquotient
Qi+1/Qi given by the first position in this word; the sequence of p-semilinear
bijections following the letters of of the word, give a ph-semilinear bijection
ϕ : Qi+1/Qi → Qi+1/Qi. By (5.3), note that we work over an algebraically
closed field, we can choose a basis on which ϕ is the identity matrix; use
this ordered basis to chose a refinement of all subquotients appearing in Γt.
We obtain a filtration by Dieudonné modules of G(R∗) with subquotients of
dimension one in the subquotients appearing in Γt.

(2) In this way we obtain a final flag G(R∗) and it induces a final flag R′∗
of M refining R∗. The connected graph Γt ⊂ Γ(R∗) with subquotients of
dimension dt gives dt connected graphs Γt,s ⊂ Γ(R∗), with 1 ≤ s ≤ dt and
word(Γt) = word(Γt,s). We see that R∗ and R′∗ give the same decomposition,
as in (6.4), of G(R∗), i.e.

G(R∗) ∼= G(R′∗).

(3) Choose refinements to final filtrations R′∗ and T ′∗. For every R′i+1/R
′
i,

choose any xi ∈ R′i+1\R′i, there is a unique j = f(i) such that xi ∈ T ′j+1\T ′j .
The action of F and of V coincide on R′i+1 \ R′i and T ′j+1 \ T ′j modulo this
permutation. This shows

G(R∗) ∼= G(R′∗)
∼= G(T ′∗)

∼= G(T∗)
and we write

= G(M).
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2 6.4 + 6.5

Warning/comment. We find a F-stable and V-stable basis of Γ(Q∗),
resulting in a final filtration on the associated graded Dieudonné module
G(M). However we did not yet prove the existence of a F-stable and V-
stable basis on the Dieudonné module M ; this is the crucial problem in our
proof; that will be done in Section 8.

For later use we observe:

(6.6) Lemma. Suppose P ′, P ′′ ∈M. Then

Γ(Q∗)(P
′ ⊕ P ′′) = Γ(Q∗)(P

′) t Γ(Q∗)(P
′′)

and
G(Q∗)(P

′ ⊕ P ′′)) = G(Q∗)(P
′)⊕ G(Q∗)(P

′′).

Proof. Exercise.

7 D: Indecomposable modules

(7.1) Proposition. For every linear word the module M ′u is indecompos-
able.
For every indecomposable circular word w the module Mw is indecomposable.
Proof. Suppose the length of u is h. Choose a final filtration S∗ of M ′u.
For every base vector zj there is unique index i with zj ∈ Si+1 \ Si: if there
would be zj , zj′ ∈ Si+1 \ Si, with j < j′ follow the rest of the word u for
both, after h − j′ + 1 steps the word ends after j′ and does not end after
j, a contradiction. Hence, any step Si ⊂ M contains exactly i of the ele-
ments {z1, · · · , zh+1}. This proves that any two of the subquotients of S∗
are connected by a path in Γ = Γ(S∗); this proves that Γ is connected. Note
that Γ is independent of the choosen filtration, only depends on M ′u. If we
would have M ′u = P ′ ⊕ P ′′ with non-zero summands, than we would have
Γ = Γ(P ′) t Γ(P ′′), see (6.6), a non-connected graph. This contradiction
shows M ′u is indecomposable.

Suppose w = [L1 · · ·Lh] is an indecomposable word . Because the word w
is indecomposable, for any pair 1 ≤ j < j′ ≤ h the shift +(j′ − j) does not
map {Li | i ∈ Z} to itself. From here repeat the arguments in the previous
paragraph, showing Mw is indecomposable. 2

17



Remark. For small words u and w easier proofs exist; for the general
situation we use filtrations in order to give a proof for (7.1). Probably a
more direct (and also more involved) proof for (7.1) exists.

We still have not shown there are no other indecomposable modules in M.

8 E: A choice of a lifting M
∼←− G(M), end of the proof.

(8.1) Theorem, BB. For every M ∈ M and any saturated filtration S∗
of M that contain all F jM as steps we can choose an isomorphism of D-
modules

M
Φ∼←− G(S∗)

such that

for every Si+1 → Si+1/Si this induces a section Si+1
Φi←− Si+1/Si,

and Φ is given by these sections.

Remark. In general Φ is not unique: for a non-zero BT1-module M with F
and V nilpotent, there are several different choices for Φ possible.

A proof of (8.1) for BT1-modules is given in [18]. A new proof of this fact,
included in a proof in the general case, will appear in [3].

(8.2) We mention (without proof) steps that together imply Theorem (8.1).
Assume S∗ is a final (saturated) filtration of M which moreover contains
V j(M) as a step for every j ≥ 0. Let

Γ(S∗) = tj Γj

be the connected components of the associated graph. We can show the
following facts:

• If uj = word(Γj) is a linear word, the steps in the connected graph Γj
can be lifted to an inclusion

G(M) ⊃M ′uj ↪→M.

• If wj = word(Γj) is a circular word such that Γj contains the lowest
step 0 = S0 ⊂ S1 the steps in the connected graph Γj can be lifted to
an inclusion

G(M) ⊃Mwj ↪→M.
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• Suppose Γ = Γ1 t Γ2 has two connected components; this implies
G(M) ∼= P ′ ⊕ P ′′ with Γ(P ′) = Γ1 and Γ2 = Γ(P ′′); suppose there is
an exact sequence

0→ P ′ −→M −→ P ′′ → 0

such that P ′ ↪→ M gives Γ(P ′) = Γ1 and M � P ′′ gives Γ=Γ(P ′′);
then the extension M/P ′ = P ′′ is split exact.

• Rephrased. In general an extension M/P ′ = P ′′ is non-split; however
if P ′ ⊂M and M → P ′′

give the decomposition Γ(M) = Γ(P ′) t Γ(P ′′)

then the extension M/P ′ = P ′′ is split.

• Easy exercise. Assume these facts are proved. Conclude a proof for
Theorem (8.1).

This ends a proof of:

(8.3) Theorem. Any finitely generated module M over the ring k{F ,V}
can be written as:

M
∼←− G(M) ∼=

(
⊕i∈L M ′ui

)⊕(
⊕j∈C Mbwje

)
,

where L is a finite set of linear words and C is a finite a set of indecomposable
circular words.

(8.4) Corollary. Let k be an algebraically closed field of characteristic p.
For any n ∈ Z>0 the set of k-isomorphism classes of finite commutative
group schemes of rank pn annihilated by p is finite.

9 Some exercises

Convention for the exercises: a prime number p is fixed. We work over a
field k = k ⊃ Fp. Write M for the category of modules over k{F ,V} of
finite length, i.e. of finite dimension over k. In this category

Image(V : M →M) =: VM ⊂M [F ] := Ker(F : M →M),
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and
FM ⊂M [V].

We use notation M ′u and Mw as explained in the course.
We use BT1 to indicate a Barsotti-Tate module truncated at level one, i.e.
M ∈M with

VM = M [F ]; equivalently FM = M [V];

MBT is the category of BT1-modules in M.
We use × for a product of vector spaces, and ⊕ for a direct sum of Dieudonné
modules.

(1.a) Describe all isomorphism classes of M ∈ M of dimension 2 in which
F and V are nilpotent.
(1.b) Show that Ext(MFV ,MFV) is not finite. Explain that this does not
contradict the (finiteness) result obtained in the previous line.

(2.a) Give a morphism ϕ : Q′ → Q′′ inMBT such that Ker(ϕ) and Coker(ϕ)
are not in MBT.
E.g. Q′ = MFV = Q′′ and Q′ = ke × kFe, and Q′′ = kh × kFh and
ϕ(e) = Fh. This gives an exact sequence

0→M ′∅ → Q′ = MFV →MFV = Q′′ →M ′∅ → 0

(2.b) Give linear words u1, and u2 and a morphism ϕ : M ′u1
→ M ′u2

such
that Ker(ϕ) and Coker(ϕ) are in MBT.

Conclusion. The subcategory MBT ⊂ M and the subcategory generated
by all M ′u are clearly defined; however any M ∈ M in general decomposes
into summands in these subcategories in many ways. Kernels and cokernels
in these subcategories do not exist in general in that subcategory. Extensions
in many cases do take us out of these subcategories. In order to prove the
theorem announced by Kraft we have to do a lot of work.

(3) Consider M := M ′∅ ⊕M
′
F .

(3.a) Apply the process of taking “all F images, all V−1 images”, that
is, apply (V −1-F ). Show the filtration (V −1-F )(0 ⊂ M) obtained is not
saturated.
(3.b) Apply the process of taking “all V images, all F−1 images”, that
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is, apply (F−1-V ). Show the filtration (F−1-V )(0 ⊂ M) obtained is not
saturated.

Remark. For a BT1 module the operation (V −1-F )) and also the operation
(F−1-V )) produces a saturated filtration.The exercise shows that for an
arbitrary M ∈ M this need not be the case, we really need both processes
(applied several times).

Question. Is this true? Check. Let u1 and u2 be different linear words;
for any set of words u1, u2, · · · , ur with r ≥ 2 and M := ⊕1≤j≤r M ′uj the

filtrations (V −1-F )(0 ⊂M) and (F−1-V )(0 ⊂M) are not saturated.

Question. Is this true? Check. For a linear word u and M = M ′u the
filtrations (V −1-F )(0 ⊂M) and (F−1-V )(0 ⊂M) are saturated.

(4) Consider over K = k ⊃ Fp algebraically closed and for q = pe define a
q-semilinear map given by the matrix

A =

(
1 0
1 1

)
Show for any non-zero λ1, λ2 there exists

S ∈ GL(2, k) such that S−1AS(q) = Diag(λ1, λ2).

(5) Suppose M/P ′ = P ′′ is an extension in M such that P ′, P ′′ ∈ MBT.
Show this implies M ∈MBT.

(6) Find an extension M/P ′ = P ′′ with the properties:
this extension is non-split,
P ′ and P ′′ are indecomposable, and
M is decomposable.

Conclusion. You might be tempted to give a “cheap” proof of the theorem
announced by Kraft: apply induction on the number of indecomposable
summands, and consider extensions. The exercise shows this methods does
not work directly. In our proof we follow this road, with the refinement that
using directed graphs, we can recognise which extensions are possible.

We show that an extension M/P ′ = P ′′ with Γ(M) = Γ(P ′)tΓ(P ′′) and
equality induced by P ′ ↪→M and M � P ′′ implies that M ∼= P ′ ⊕ P ′′.

21



(7) Show M ′VF cannot be embedded into M ′VVFF .

(8 Find all MFV ↪→M ′VFFV .

(9) Choose u = VFFVF ; show P := M ′u is indecomposable.

Remark. It is quite likely that arguments as used in the previous exercise
can be used to show any M ′u is indecomposable, and for any indecomposable
w, the module Mw is indecomposable.
Problem. Find a direct proof (not using the canonical filtration) for the
fact that M ′u is indecomposable for every linear words u and Mw is inde-
composable for every indecomposable circular word.

10 Some examples

(10.1) We have assumed in Corollary 1.1 and in Theorem (8.3) that

(1) we work over an algebraically closed ground field ,

and

(2) that we consider commutative group schemes

and

(3) moreover we consider group schemes annihilated by p.

We give examples that show these conditions are essential for the classi-
fication and finiteness result described in this section. Work over a field
K ⊃ Fp.

(a), (2+3) satisfied. For K = k(T ), using notation as in (19.2), see [43]),
consider for every t ∈ k the group scheme N (t) = GT−t,0. We know

N (t) ∼= N (s) ⇐⇒ ∃u ∈ K∗ : up−1·(T − t) = T − s.

Assume p > 2. We can write u = A(T )/B(T ) with coprime A,B ∈ k[T ].
Then

Ap−1(T − t) = Bp−1(T − s).

Assume s 6= t; then we would conclude T −s divides A, and (T −s)2 divides
Bp−1(T − s), a contradiction.
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Conclusion. For p > 2 there are infinitely many isomorphism classes of
group schemes of rank p over K = k(T ). Conditions (2) and (3) are satisfied.

Variant. For K(insep) = ∪j k( pj
√
T ), the inseparable closure of K = k(T )

the same conclusion holds.
Variant. For K(sep), the separable closure of K = k(T ), there are finitely
many isomorphism classes of group schemes of rank p over K(sep).

(b), (1+2) satisfied. Group schemes not annihilated by p. Consider
over k and x ∈ k∗ the Dieudonné module M (x) with generators e, h, g and
x ∈ k and relations

p·e = 0,V(e) = F2(e), p·g = 0,V2(g) = F(g), V(h) = e, F2(h) = x·g.

We see:

• e generates MbVFFe, and g generates MbVVFe,

• M (x)/M (x)[F2] has {e, h} as k-basis,

• M (x)/M (x)[V2] has {g, h} as k-basis,

• M (x)/M (x)[p] has {h} as k-basis, (in particular M is not annihilated
by p).

Suppose x, y ∈ k and consider an isomorphism ϕ : M (x) → M (y). Then
there are b, c, d ∈ k∗ such that

ϕ(e) ≡ b·e (mod M (x)[F2]), ϕ(g) ≡ d·g (mod M (x)[V2]), ϕ(h) ≡ c·h (mod M (x)[p]),

and we see b, c, d, x/y ∈ Fp3 . We conclude:
over k algebraically closed of characteristic p there are infinitely many
isomorphism classes of finite commutative group schemes
of rank p7 annihilated by p2.

Conditions (1) and (2) are satisfied. Another example can be given for rank
p5.

(c), (2+3) satisfied; Ext(Z/p, µp) over a non-perfect field. Group

schemes of order p2.
Let K = k(T ), and let N (a) be an extension in the exact sequence

0→ µp −→ N (a) −→ Z/p→ 0 (a).
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By [17], page 391 we know

Ext1
K(Z/p, µp) ∼= K∗/(K∗)p.

For any t ∈ k, we see

((T − t) mod (K∗)p) ∈ K∗/(K∗)p

is non-trivial (of order p), hence for any p ≥ 2 the group K∗/(K∗)p is infinite.
Moreover Aut(Z/p) and Aut(µp) are finite. The sequence (a) is split exact

over an algebraic closure of K, hence N (a) is annihilated by p. The set of
K-isomorphism classes of group schemes N (a) is infinite over the non-perfect
field K, while conditions (2) and (3) are satisfied.

(d), Heisenberg groups. ( Sometimes people wonder whether every (ab-
stract) group G with exponent p is commutative; for a group G its exponent
is defined as the smallest n such that xn = e for every g ∈ G; the exponent
of G is the least common multiple of all orders of elements in G.)
Easy exercise. A group with exponent p = 2 is commutative. Indeed,
(xy)(xy) = e, x2 = e, y2 = e imply xy = yx.
As a corollary we see that any finite group scheme (over any base) annihi-
lated by p = 2 is commutative.
However for odd prime numbers the situation is different.

Construction of UT(3,p). Let p > 2 be prime number and G be the group
generated by x and y with

z := x−1y−1xy, xz = zx, yz = zy, xp = yp = zp = e.

We see xy = yxz, the subgroups < x, z > and < y, z > are normal in G,
every element can be written in a unique way as xuyvzw, with 0 ≤ u, v, w <
p, we have

G ∼= < x, z > o < y > ∼= < y, z > o < x >,

the order of G equals p3 and G is not commutative.

Claim. The UT(3,p) group G with p > 2 is annihilated by p.
Proof. For p > 2 we see 1 + 2 + · · ·+ (p− 1) = p·((p− 1)/2).
Using xz = zx and yz = zy and xy = yxz we see:

(xuyvzw)p = xpuypvzu(1+2+···+(p−1))zpw = e.
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2

https://math.stackexchange.com/questions/3684342/

a-p-group-of-exponent-p

https://groupprops.subwiki.org/wiki/Unitriangular_matrix_group:

UT(3,p)#As_a_semidirect_product

Hence for any p > 2 there are group schemes annihilated by p that are not
commutative, e.g. the constant group scheme UT (3, p).

Inspired by the Heisenberg construction over K ⊃ Fp with p > 2 we define
a non-commutative local group scheme by its Hopf-algebra:

E = K[ξ, η, ζ]/(ξp, ηp, ζp),

sξ = ξ ⊗ 1 + 1⊗ ξ, sη = η ⊗ 1 + 1⊗ η, sζ = ζ ⊗ 1 + 1⊗ ζ + ξ ⊗ η.

This idea can be generalized in the following way.

(e), Heisenberg group schemes, (1+3) satisfied.
Claim. For any p > 2 and k = k ⊃ Fp there exists a number pn such
there are infinitely many isomorphism classes of (non-commutative) finite
group schemes over k annihilated by p of rank pn. Conditions (1) and (3)
are satisfied

Example. Fix p > 2 and k = k ⊃ Fp. Choose group schemes X,Y, Z
defined by

D(X) = MbFFVe, D(Y ) = MbFVVe, D(Z) = MbFVe

(group laws written multiplicatively), commutative and annihilated by p.
For any λ ∈ k∗ we define a group scheme N (λ) over k:

• start with ψλ = ψ : X → Z given by ψ(e) = λ·F(h) for a generator e
of MbFFVe and a generator h of MbFVe;

• define ϕ : X → Aut(Y × Z) given by the matrix

ϕλ = ϕ =

(
id ψ
0 id

)
;

• define
N (λ) = (Y × Z) oϕ X.

25



With these definitions the following facts are easily proved.

• The group scheme N (λ) is non-commutative and annihilated by p.
Indeed, for any k-scheme T and x ∈ X(T ), y ∈ Y (T ), z ∈ Z(T ), we
have xy = yxψ(x), xz = zx and yz = zy and, using p > 2, we see

(yxz)p = ypxpψ(x)1+···+(p−1)zp = 1.

• For any λ, δ ∈ k∗,

λ

δ
6∈ Fp6 =⇒ N (λ) 6∼= N (δ).

This proves the claim. 2

More details about semidirect products can be found in 19.5.

−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
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II Is a finite group scheme annihilated by its rank?

11 Introduction. We take a group scheme G→ S of finite presentation
and locally free over a base scheme S of constant rank m = rank(G/S). We
ask whether (

[m]G/S : G→ G
) ?

=
(
G→ S

e−→ G
)
.

If this is the case, we say G/S is annihilated by its rank.
See [6], Exp. VIII, 7.3.1, see [43], page 5.

In case we write rank(G/S) we are assuming that G→ S of finite presenta-
tion and locally free of this rank. We use the word order for the cardinality
#(H) of a finite abstract group, and rank as indicated for finite group
schemes; if the base ring is local ”locally free” for a module is the same as
free.

Notation. For a group scheme G = Spf(E) over a ring R and a posi-
tive integer r we write [r] : G → G and also [r] : E → E for the mor-
phis/homomorphism given by x 7→ xr on all x ∈ G(R′). This amounts
to:

[r] =
(
E

sr−→ E⊗r
mult−→ E

)
.

We can cover S by affine scheme, and we see the question can be translated
into the following. Suppose R is a base ring (commutative with 1 ∈ R), let
E be an R-Hopf-algebra, of finite presentation, flat of constant rank m. We
ask whether

[m] :
(
E

sm−→ E⊗m
mult−→ E

)
?
=

(
E

ϕ−→ E/IE = R→ E
)
.

In this case we say the Hopf-algebra is annihilated by its rank.

We will see that at present an answer to this question in the general situation
is not known. This part of this note is not well-organized, may contain
mistakes or misleading arguments.

Convention. Saying that G is a finite group scheme over R we assume G
is of finite presentation and locally free of constant rank over a base ring R,
unless otherwise mentioned.
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Obvious observation / Exercise. Suppose G is a finite flat group scheme over
a ring R1; let R1 ↪→ R2 be an inclusion of rings, and suppose G ⊗R1 R2 is
annihilated by its rank. Then G/R1 is annihilated by its rank.

We recall some basic facts, used below.

(11.1) Suppose K ⊃ Fp is a perfect field, and E is a local K-Hopf-algebra.
Then there exist integers n1, · · · , nd and an isomorphism of K-algebras

E ∼=K K[τ1, · · · , τd]/(τp
n1

1 , · · · , τp
nd

d ).

See [44], 14.4, Theorem.

Example. If K ⊃ Fp is a non-perfect field, a ∈ K with p
√
a 6∈ K,

E := K[X,Y ]/(Xp2
, Xp = aY p) defines G := Spf(E) ⊂ (Ga)

2,

a subgroup scheme of rank p3, and E is not of the form described in the
previous result.

(11.2) Suppose G is a group scheme, locally of finite type over a field K.
The identity component G0 is an open and closed subgroup scheme, and for
any field extension K ⊂ L we have G0 ⊗K L = (G⊗K L)0.

(11.3) Suppose G is a finite group scheme over a field K. The identity
component G0 is a normal subgroup scheme, we have an exact sequence

e→ G0 −→ G −→ Get → e,

and G→ Get is the largest etale quotient of G.

(11.4) Suppose G/S is a finite group scheme of finite presentation and
locally free over a base scheme S of constant rank m = rank(G/S). Suppose
the integer m is invertible in all local rings of S.Then G→ S is etale.

(11.5) Let G be a locally algebraic group scheme over a field K. The center
of G is a closed subgroup scheme of G.
See [40], 39.8 for a definition of the center of a group scheme, and for a proof
of this fact.
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Example. An abstract finite non-trivial p-group has a non-trivial center.
The analogous statements is not true for finite group schemes. The non-split
group scheme G = αp o µp, to be studied below, see (15.1), has rank p2, is
non-commutative, and its center is trivial.

(11.6) Let G be a finite flat group scheme over a base scheme S and let
G1 ⊂ G be a normal subgroup scheme flat over S. Then the (categorical)
cokernel G2 = Coker(G1 → G) exists. In case G and G1 are of constant
rank over S, then rank(G) = rank(G1)× rank(G2).

For further information and for proofs, the reader can consult [24], [6], [43],
[42], [37], [36], [32], [35], [44], [22].

12 Known cases

(12.1) Proposition (Edixhoven). Let A be a finite flat R-Hopf-algebra,
with augmentation ideal I ⊂ A. Let p be a prime number. In this case

[p](I) = pI + Ip.

For the elegant proof, see [37], Proposition 2.1, [39], Proposition 2.1. From
this one concludes:

(12.2) Over a field. Theorem. Suppose E is a Hopf-algebra over a field
R = K. In this case E is annihilated by its rank.
See [37], Corollary 2.2, [39], Corollary 2.2. See [6], VIIA.8.5

We conclude that any group scheme finite and flat over an integral domain
is annihilated by its rank.

(12.3) Commutative finite group schemes.
Theorem (Deligne, 1970). Any commutative group scheme of finite pre-
sentation is annihilated by its rank.
Comment. In general we can try to transplant a proof in the theory of
groups to the theory of group schemes.
Suppose H is a finite commutative abstract group; in this case we can prove
Lagrange’s theorem as follows: for any y ∈ H with #(H) = m we have

(
∏
z∈H

z) =
∏
x∈H

(yx)
∗
= ym × (

∏
x∈H

x); hence ym = e;
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The equality
∗
= uses the fact that H is commutative. Deligne had the insight

how to formulate this proof “without using elements”. For details see [43],
Theorem on page 4.

(12.4) Etale group schemes. We observe (a theorem by Larange) that
an element in a finite abstract group H has order dividing the order of H.
Hence
Theorem. Any etale group scheme G→ S is annihilated by its rank.
Indeed, first assume S is connected. We can cover S by affine schemes Si
such that for any Si = Spf(Ri) there is an etale cover Spf(R′i) = S′i → Si
and a finite abstract group H or order equal to rank(G/S) such that we
have G ⊗ R′i = HR′i

, a constant group scheme, and the Lagrange theorem

implies G⊗R′i, hence G/S is annihilated by its rank.

(12.5) Corollary. Suppose the integer rank(G/S) is invertible in all local
rings of S. Then G/S etale and G/S is annihilated by its rank.

(12.6) Small artin rings
Theorem (Schoof, 2001), see [37], Theorem 1.1. Let R be a local artin ring,
with maximal ideal m = mR, and mp = 0 = pm and R/m ⊃ Fp. Any finite
flat group scheme over R is annihilated by its rank.

As far as I know these are all known general cases where “annihilated by
rank” has been proved.

13 Reduction of the problem

(13.1) Problem. Let p be a prime number, R a local artin ring, with
maximal ideal m = mR and algebraically closed residua class field R/m =
k ⊃ Fp. Let n be a positive integer. Is every finite flat local R-Hopf-algebra
of rank pn annihilated by its rank?

Suppose the answer to (13.1) is affirmative. Then it follows that any group
scheme G → S of finite presentation and locally free over a base scheme S
of constant rank is annihilated by its rank. We leave this as an exercise to
the reader. You can also consult [39], Section 1.
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14 Lifting and deformation problems

(14.1) In general deformation problems in algebraic geometry e.g. we al-
ready find in a paper by Kodaira and Spencer in 1985; later in the theory
of schemes many theoretical results were described by Schlessinger (1986),
Grothendieck and many others.

In many cases we can accurately describe a deformation problem in case of
a “small surjection” R → R′ of local artin rings; this means a surjective
homomorphism ϕ with Ker(ϕ)·MR = 0. In case the deformation problem
is unobstructed (for example for algebraic curves, for principally polarized
abelian varieties) this theory provides us with satisfactory answers.

If a deformation problem is obstructed in a given infinitesimal step, it seems
hard in general to obtain final answers to lifting problems. For abelian
schemes this was circumvented by Mumford by his theory of “displays”,
later generalized by Zink in his theory of “windows”.

We start with examples for finite group schemes.

(14.2) (1) For K ⊃ Fp, and a local ring R → K with 0 6= p·1 ∈ mR, and
p·1 6∈ m2

R we see that αp,K cannot be lifted to R. If you would not know
the structure of all group schemes of rank p this obstructed situation would
seem mysterious.

(2) Let K ⊃ Fp, and R′ = K[ε]/(ε2) and H ′ = Gε,ε in the notation of (19.1).
Let R→ R′ be a ringhomomorphism with Fp ⊂ R.In this case H ′ cannot be
lifted to R.

There are many examples of H ′/R′ and an integral domain R and R→
R′ where H ′ cannot be lifted to R.

(3) Let G0 = αpoµp be a non-split (non-commutative) group scheme over a
field K of characteristic p, see (15.1). Let R be a characteristic zero domain
with R→ K. The group scheme G0/K cannot be lifted to R (as there does
not exist a non-commutative abstract group of order p2). More difficult, and
in fact more interesting:

(4) Let G0 = αpoµp be a non-split (non-commutative) group scheme over a
field K of characteristic p, see (15.1) and let R be a local artin ring, R→ K
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with 0 6= p·1 ∈ R. In this case G0 cannot be lifted to R → K; see [37],
Proposition 3.3.

Do there exist group schemes of rank p2 over a ring R with 0 6= p·1 ∈ R?
Although the previous examples seems to suggest the answer should be
negative, we will give many examples, see 19.6.

We see that there exist a non-commutative finite group scheme that cannot
be lifted to characteristic zero. However for commutative group schemes the
situation is different:

(14.3) Theorem (Mumford-FO). A finite commutative group scheme N0

over a field k can be lifted to characteristic zero. See [29].

Comment. We know in general the lifting situation can be obstructed, e.g.
see (14.2.1). In the situation of (14.3) a method was developed bypassing this
difficulty: first deform the situation characteristic p to a “better situation”,
and then lift. This method was successful for commutative group schemes,
later it was used for a proof of the “Grothendieck conjecture” and for the
(obstructed) situation of lifting an algebraic curve with an automorphism.
For a description of this method and for references where this was used see
[31].

Suppose we wold know that any G0 over a local artin ring R′ could be lifted
to an integral domain R → R′ that would solve the “annihilated by rank”
problem. We know however many situations where a lift to an integral
domain does not exist.

Do we know any method analogous to this that can be of help for the prob-
lem “annihilated by rank”? We do have an extensive theory of obstruction
calculus and deformation theory of finite group schemes, however up to now
I have not been able to successfully applying this theory tot the problem
studied.

(14.4) Obstruction calculus. For a small surjection of artin rings and
for finite for group schemes the following references give full solutions to
these questions: [12], [13], [14].
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15 Group schemes of rank p2

(15.1) In [43], on pages 6/7 we see a non-commutative group scheme over
any characteristic p ring R ⊃ Fp. An easy way to remember the construction
is:

T =

(
µp αp
0 1

)
.

This group scheme T has the following properties:

• rank(T ) = p2 and T is non-commutative;

• T = Spf(R[ρ, σ]/(ρp − 1, σp)), the comultiplication is given by

s(ρ) = ρ⊗ ρ, s(σ) = ρ⊗ σ + σ ⊗ 1,

the augmentation is given by ρ 7→ 1, σ 7→ 0,
and the coinverse is given by ρ 7→ 1/ρ, σ 7→ −σ/ρ;

• there is an exact sequence

e→ αp → T → µp → e,

R[σ′] � R[ρ, σ]←↩ R[ρ], σ′ ←[ σ,

where the normal subgroup αp ⊂ T is given by ρ 7→ 1
and there is a subgroup µp ⊂ T given by σ = 0;

• in fact

T = αp o µp, given by the natural map µp ↪→ Aut(αp) ∼= Gm,

and the center of this semi-direct product is the trivial subgroup e :
S → T .

• Note that ϕ1 : µp ↪→ Gm and ϕ2 : µp ↪→ Gm give

αp oϕ1 µp
∼= αp oϕ2 µp.

• T is not annihilated by p, and T is annihilated by p2.

33



(15.2) Proposition. Any group scheme of rank p2 over a field K of char-
acteristic p is either commutative or it is non-commutative, and in this case
over an algebraic closure of K ⊂ k isomorphic with T ⊗ k.

Essentially this is contained in [37], proof of Proposition 2.3. Here is a sur-
vey of arguments proving (15.2).
It suffices to give the proof in case K = k is algebraically closed. Etale
group schemes of rank at most p2 are constant and commutative.
If G0 has rank p, then G0 is commutative and G = G0 × Get, hence com-
mutative.
Suppose G = G0, a local group scheme of rank p2. If G 6= G[F ], its Hopf-
algebra E ∼= k[X]/(Xp2

) has a maximal ideal generated by one element, and
G is commutative.

Remaining case: suppose G is of height one, i.e. G = G[F ], and E ∼=
k[X,Y ]/(Xp, Y p).
Either G is commutative and we are done. Suppose G is not commutative;
in [37], page 4 we see that the p-Lie algebra of G/k has a non-zero ideal of
dimension one (here we essentially use that this p-Lie algebra has dimension
at most two). In this case we conclude there is a normal subgroup scheme
N ⊂ G of rank p. Both N and G/N are commutative and for both there
are two possibilities, αp or µp.

A careful analysis of the four resulting cases shows that three of these
give a commutative G, and that only the case N ∼= αp and G/N ∼= µp. A
further analysis, case (iv) on [37], page 5, shows that a non-commutative G
has the structure of G ∼= αp o µp; as we know all µp ↪→ Aut(αp) ∼= Gm, see
the description in (15.1), we are done. 2 (15.2)

Remark. See [2] for a discussion of p-Lie algebras. We see there is a simple
p-Lie algebra of dimension three, see [2], 4.1.1.

16 Hierarchy and peak group schemes

This section contains new material. However, of any value? We will see in
the future.

(16.1) For a finite group scheme G over a field K we consider the pair
(G,K). We say (G1,K1) and (G2,K2) are geometrically isomorphic, and
we write (G1, G1) ∼ (G2,K2) if there exist a field Ω containing K1 and
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containing K2 and an isomorphism G1 ⊗ Ω ∼= G2 ⊗ Ω; a class under this
equivalence relation is denoted by [G,K].

We write [G1,K1] � [G2,K2] (defining a “hierarchy”) if “there exists a
specialization from G1 to G2” , i.e. if there exists an integral scheme S, with
a closed point 0 ∈ S(K) and generic point η and a finite flat group scheme
H → S with (G1,K1) ∼ (Hη, κ(η) and (G0,K0) ∼ (H0,K).

Note that the relation “�” is transitive, see [29], Lemma 2.1.

We say G is a peak group scheme, if G is a finite group scheme over a field
K and any (G′,K ′) � (G,K) implies (G′,K ′) ∼ (G,K)

(16.2) We recall: Let R� R′ be a surjective homomorphism of local rings.
The base change functor gives an equivalence of categories between finite
etale algebras over R′ and finite etale algebras over R.
See [9], 18:1 Une équivalence remarquable de catégories” in particular The-
orem 18.12 on page 109.
We conclude that any etale finite group scheme (G,K) is a peak group
scheme.

Describe all peak group schemes of rank p2 over a field k ⊃ Fp.

17 Moduli
In mathematics, in particular in algebraic geometry it is convenient to clas-
sify isomorphism classes of objects considered. In 1857, discussing what we
now call Riemann surfaces of genus p, Riemann wrote: “... und die zu ihr
behörende Klasse algebraischer Gleichungen von 3p−3 stetig veränderlichen
Grössen ab, welche die Moduln dieser Klasse genannt werden sollen.” See
[34], Section 12.

It took mathematicians some time to formulate precise results (represent-
bable functors, Grothendieck, coarse moduli schemes, Mumford, a long lists
of names and statements). One of the obstacles is that the notion of “mod-
uli” is a bit complicated in case objects to be considered have non-trivial
automorphisms. There are basically two ways to overcome this. Either
use stacks, coarse moduli schemes. Or “rigidify” objects, thus eliminating
non-trivial automorphisms. In our case this last method seems the easiest.

(17.1) For a given m ∈ Z>0 we study triples (R,N, β), were R is a com-
mutative ring with 1 ∈ R, and N = Spf(E) → Spf(R) is a (finite) group
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scheme, with augmentation ideal I = Ker(A→ R), and

β : Rm−1 ∼−→ I

is an isomorphism of R-modules. This implies that E is R-free hence R-
flat. Note that the interesting case that R is a local ring and E is finitely
generated and flat implies that E is R-projective, hence E is R-free, and I
is R-free of rank equal to rank(E/R)− 1.

We show that R 7→ (R,N, β) defines a representable functor.

(17.2) Theorem. There exists such a triple (R(m),N (m), β(m)), we write

R = R(m), N (m) = Spf(A(m)), with A(m) = A,
such that for any triple (R,N, β) there exists a unique ring homomorphism
ψ : R(m) → R such that

(R,N, β) ∼= (R(n),N (n), β(n))⊗R(n) R.

Proof. The equations for comultiplication, coinverse, and augmentation are
given by a finite number of coefficients. Use these as variables Ti; the Hopf-
algebra conditions give an ideal J = J (n) ⊂ Z[Ti], write R(n) = Z[Ti]/J ,
and define the R(n)-Hopf-algebra A(n) by these relations. For any (R,N, β)
the coefficients in its comultiplication, coinverse, and augmentation define
ψ : R(n) → R and the result follows. 2

Remark. For any algebraically closed field k the set of k-isomorphism
classes of finite group schemes of rank p equals GL(k, p)\RingHom(R(m), k).
Even in case the quotient GLp/(Spf(R(m)) would exist, in general N (m) does
not descend to this quotient.

(17.3) Example. In case n = p = 2 we know R = Spf(Z[A,C]/(AC−p)),
and the structure of R(2) ⊂ A(2) is known, see [43], see 19.2.

If n = p > 2 the structure of R(p) is more complicated. For Λp as in [43],
the quotient of Spf(R(p))⊗Λp by GLp and by Z/(p− 1) is isomorphic with
Spf(Λp[A,B]/(AB + p)), which is an integral domain.

It seems not easy to describe R(m) explicitly for every m.

Fix a prime number p and an integer n > 0. We see Spf(R(pn)) is of finite
type over Z, this scheme has finitely many irreducible components. These
can can be of three different kinds:
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(0) There are irreducible components T ⊂ Spf(R(pn)) such that the generic
point of T is in characteristic zero.

(p) It can happen that an irreducible component T ⊂ Spf(R(pe)) is pure
in characteristic p.

(0p) For n > 1 there exists at least one irreducible component T ⊂ Spf(R(pn))
such that it is not of type (0) and not of type p. This seems an obstacle
for progress.

(17.4) Expectation. We expect that in case m = pn any irreducible

component T ⊂ Spf(R(pn)) has a geometric point P0 ∈ T (k) such that
N (n) ×T P0

∼= (αp)
n.

(17.5) Another approach to be used in 19.8 below. Fix a field K ⊃ Fp
(we prefer K to be perfect), and a finite group scheme G0/K. Consider
artin local rings R with R/mR = K. Consider pairs (G,ψ) of a finite flat
group scheme G/R with a given K-isomorphism

ψ : G⊗R K
∼−→ G0.

This gives a prorepresentable functor Def(G0) (the local moduli problem).
Properties of the representing object can be studied. This can be studied
via a completion of a local ring on Spf(R(pn)).

In particular we can choose G0 = (αp)
n. Choose all (R,G,ϕ) where R is a

local artin ring with residue field R/mR = K characteristic p, and a given
isomorphism

ϕ : (αp)
n ⊗K ∼−→ G⊗R.

This functor is prorepresentable. We write A(m) for the ring prorepresenting
Def((αp)

n). This is a finitely generated W∞(Fp)-algebra.

Let 0 = (R,N, β) with N and β given by (αp)
n. We see that R(m) is the

formal completion
A(m) = (R(m))/0.

If the answer to (17.4) is positive, every component of Spf(R(m)) can be
studied via the universal family over A(m).
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18 (Non)-Ideas?
In this section we collect some ideas that (at present) did not lead to an
answer to the question whether every finite group scheme is annihilated by
its rank.

(18.1) Torsion subschemes. Let G be a finite flat group scheme over a
ring R, and let q ∈ Z>0. Let G[q] ↪→ G, a closed subscheme, be defined by
the cartesian diagram

G[q] �
�

//

��

G

[q]
��

S e
// G.

Can this be of any help to study “annihilated by rank”? In general, even
over a base field, G[q] ⊂ G need not be a subgroup scheme (as we see already
in the case of abstract groups). Moreover, over an arbitrary base G[q]→ S
in general is not flat (examples are easy to give). A far as I know a study
of this subscheme is of no help for our problem.

(18.2) Lifting to a domain. Suppose G is a finite group scheme over a
ring R1, let R1 ↪→ R2 be an inclusion of rings. If G ⊗R1 R2 is annihilated
by its rank, then G/R1 is annihilated by its rank.

If G is a finite group scheme over a ring R1 and R2 � R1 is a ringhomo-
morphism, and if there exists a finite flat group scheme G2 over R2 such
that G1

∼= G2 ⊗R2 R1 and G2/R2 is annihilated by its rank, then G/R1 is
annihilated by its rank.

Note that any finite group scheme G over a domain R is annihilated by its
rank.
Indeed, embedding R into its field of fractions R ↪→ Q(R) = K gives (G⊗R
K)/K, and we know a finite group scheme over a field is annihilated by its
rank, hence G/R is annihilated by its rank.

Can we lift any finite group scheme to a domain?
Example. As we see already by the remark on page 6/7 in [43], also see
(15.1), there exist commutative group schemes of rank p2, and these cannot
be lifted to a characteristic zero domain. In 19.5 we show that for any prime
number p and any e ∈ Z≥0 there exist a ring R in which 0 6= pe·1 ∈ R and
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a non-commuative group scheme G/R of rank p2; for e > 0 in this situation
lifting to an integral domain is not possible.

Example. Take R = Fp[ε]/(ε2) and G = Ga,b with a = ε = b. There does
not exist a characteristic p domain R2 and a surjective ring homomorphism
R2 � R and a lift of this Ga,b/R to R2.

Example. Take n ≥ 2 and G0 = (αp)
n. Consider A(m) = (R(m))/0 as in

(17.5). As G0 can be lifted to every constant groups scheme in charcteristic
zerop, we can find two irreducible components T1, T2 ⊂ Spec(A(m)) say, with
generic fibers Z/(pn) respectively (Z/(p)n). Choose 0 ⊂ Spf(R) ⊂ T1∪T2 ⊂
Spec(A(m)) with Spf(R) ( T1 and Spf(R) ( T2. The universal G/Spf(R)
cannot be lifted to a commutative group scheme in characteristic zero.

Conclusion. The method “lifting to a domain” does not answer “annihi-
lated by rank”.

(18.3) Finding a subgroup scheme. We will see that there exist finite
flat group scheme G→ S of rank pn for any n ∈ Z≥2. such that there is no
subgroup scheme e $ H $ G. See (19.8) This method does not give a proof
for the “annihilated by rank” problem.

There is a long list of all kind of ideas and methods I tried, and for the
moment, none of these did lead to a conclusion about the “annihilated by
rank” problem.

19 Examples

Convention. We will say a ring Γ has characteristic zero if it is an integral
domain, and the canonical ringhomomorphism Z ↪→ Γ is injective. I.e. For
any n ∈ Z>0 we have 0 6= n·1 ∈ Γ.

�The property “for any n ∈ Z>0 we have 0 6= n·1 ∈ Γ” does not imply Γ
is an integral domain, we will see examples.

We will say a ring Γ has characteristic p if it is an integral domain and
0 = p·1 ∈ Γ.

Suppose N0 is a finite flat group scheme over a ring R. We say N0/R
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can be lifted to characteristic zero if there exist an integral domain Γ of
characteristic zero, a ringhomorphism ψ : Γ → R and a finite flat group
scheme N/Γ with N ⊗Γ R ∼= N0/R.

We will not discuss: abelian varieties, abelian schemes, matrix algebras.

Over any field of characteristic p > 0 there is precisely one local-local group
scheme of rank p: αp. Moreover Cartier duality gives (αp)

D = αp.
Convention. Schemes of different base schemes should be denoted by dif-
ferent symbols. However we make an exception for examples like αp, µm,
where the base scheme in the notation is omitted in case the context makes
clear what is intended. However, be careful: End(αp) is not well-defined
without specifying the base scheme.

Over any algebraically closed field of characteristic p > 0 there is precisely
one etale group scheme of rank p and it is an etale-local group scheme: Z/p;
over any perfect field K of characteristic p > 0 any etale-local group scheme
of rank p is given by a continuous Galois representation Gal(Ka/K)→ F∗p.

An analoguous statement for a local-etale group scheme of rank p: for
Ka there is precisely one, namely µp, and over a perfect K it is given by a
continuous Galois representation Gal(Ka/K)→ F∗p.

(19.1) TO group schemes. Group schemes of rank a prime number p
are classified in the paper [43]. In order to obtain a feeling for the topic
describe this classification in one special case:

Exercise. Describe all group schemes over an arbitrary base ring R in the
case the augmentation ideal is free of rank one. See [42], 3.2, [35], 8.6.1.
Hint. The Hopf-algebra is E = R ⊕ I, write I = R·x, then x2 ∈ I and use
the comutiplication and the ring structure in order to describe E explicitly.

We recall results and notations contained in [43].
A first result: a group scheme of prime rank is commutative, and annihilated
by it rank, [43], Theorem 1.

For more general base schemes, consult that paper, but let us assume here
that the base ring is a noetherian complete local ring R with residue class
field R/mR = κ, a field of characteristic p. Note that in this case p − 1 is
invertible in R, all (p− 1)-root of unity contained in Fp ⊂ κ lift uniquely to
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R, and any finitely generated, flat R-module is free.

There exists a symmetric polynomial

Dp(X,Y ) ∈ Z[
1

p− 1
, ζp−1][X,Y ]

homogenous of degree p and X and Y do appear in every term;
this polynomial Dp(X,Y ) is characterized by (X+Y +pDp)

p = X+Y +pDp

with Xp = X and Y p = Y .
Examples: D2 = −XY , D3 = −(X2Y +XY 2)/2.

For

a, c ∈ R with ac = p we define Gca = Spf(Eca) as follows:

Eca = E = R[x], augmentation x 7→ 0, with xp = ax, a comultiplication is
given by

s(x) = x⊗ 1 + 1⊗ x+ cDp(x⊗ 1, 1⊗ x)

and a coinverse is given by

ι(x) = −x if p > 2; ι(x) = +x if p = 2

.

(19.2) Theorem, see [43], Theorem 2.
(1) For a noetherian complete local ring R with residue class field R/mR = κ,
a field of characteristic p, and

a, c ∈ R with ac = p and comultiplication s(−) and coinverse ι(−)

given above the result is a R-Hopf-algebra free of rank p.
(2) Conversely if G is a flat R-group scheme of rank p there exist a, c, s, ι as
above such that G ∼= Spf(R[x]).
Notation. This group scheme will be denoted by Gca = Gca,R.
(3) The group schemes

Gc1a1
and Gc2a2

are isomorphic R-group schemes

if and only if there exists a unit u ∈ R∗ such that

up−1a1 = a2 and u1−pc1 = c2.
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(19.3) Let H be a finite abstract group. Over any base scheme S we
define HS by the representable group functor HS(T ) = H for any connected
scheme T and T → S. This is called a constant finite group scheme.

Over any base Ga is given as A1 with + as group law; for a base scheme
S = Spf(R) its Hopf-algebra is given by E = R[X], the augmentation is
given by X 7→ 0, and s(X) = X ⊗ 1 + 1⊗X and ι(X) = −X.

For a base in characteristic p > 0 we have, αp = Ker(F : Ga → Ga), and
its Hopf-algebra for p·1 = 0 ∈ R is R[x], with xp = 0.

Over any base Gm,S is given as A1 \0S with × as group law; over a base ring
R its Hopf-algebra is R[T, 1/T ], augmentation T 7→ 1, and s(T ) = T ⊗ T );
for any integer m > 1 over a base ring R we have the finite group scheme
µm,S = Ker([m] : Gm,S → Gm,S); over a base ring R its Hopf-algebra is
R[T, 1/T ]/(Tm− 1) with augmentation T 7→ 1 and s(T ) = T ⊗T . Over any
base scheme we have

(µm,S)D = Z/m
S

and
(
Z/m

S

)D
= µm,S .

Over any base scheme on which m is invertible µm,S → S is etale.

This confirms the solution you probably gave for the exercise above: for
p = 2 the Hopf-algebra of a group scheme of rank 2 such that I is free of
rank one is given by a, b ∈ R with ab = 2, with E = R[x], x2 = ax, and
s(x) = x⊗ 1 + 1⊗ x− cx⊗ x, and ι(x) = x.

For the construction of units w1 = 1, w2, · · · , wp−1 and wp we refer to [43],
pp. 8-10. Here we need the existence of wp−1 and the property wp = p·wp−1.
These elements satify

Dp(X,Y ) =
wp−1

1− p
∑

1≤j≤p−1

Xj

wj

Y p−j

wp−j
.

One property of these elements is wj ≡ j! (mod p) for 1 ≤ j ≤ p − 1.
wp−1 mod p = −1 ∈ Fp.

The group schemes Ga,b. Using (over a base ring R, omitted in the
notation here) the group scheme Gca, with ac = p, writing b = wp−1c, we
define Ga,b by

Ga,b = Gca = G
b/wp−1
a = Ga,wp−1c, awp−1c = ab = wp−1p.
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Cartier duality. We have:

(Ga,b)
D = Gb,a, (Gca)

D = G
a/wp−1
wp−1c .

See [43], page 15.

The group scheme

Z/p
R

= Gp1 = G1,wp−1p is given by a = 1, b = wp = wp−1·p, c = p,

and

µp,R = G
1/wp−1
wp = Gwp,1 is given by a = wp = wp−1·p, b = 1, c = 1/wp−1.

See [43], the proposition on page 9.

In particular, if p·1 = 0 ∈ R:

Z/p
R

= G1,0 = G0
1, and µp,R = G−1

0 = G0,1.

For a ∈ k and c ∈ k∗, and for R complete local R/mR = k and c ∈ R∗ we
can scale by p−1

√
wp and have Gca

∼= µp,k ∼= G1
p, respectively Gca

∼= µp,R ∼= G1
p.

(19.4) Terminology: eale-reduced. For a commutative ring R we write

√
0 = {x ∈ R | ∃n ∈ Z>0 : xn = 0}.

We say a commutative ring R is reduced if
√

0 = 0, i.e. R has no non-zero
nilpotent elements.
(1) For a non-perfect field K and a K-algebra E it can happen that E is
reduced and E ⊗K Ksep is non-reduced; here Ksep is the smallest perfect
field containing K. For example an inseparable extension K ( K ′ has this
property.
(2) There exists a reduced group scheme G over K such that G ⊗ Ksep is
non-reduced. For example, choose a ∈ K with p

√
a 6∈ K. Consider

G = Spf(K[X,Y ]/(Xp − aY p)) ⊂ Spf(K[X,Y ]) = (Ga,K)2.

Show K[X,Y ]/(Xp − aY p) is reduced, but K[X,Y ]/(Xp − aY p) ⊗K( p
√
a)

is not reduced.
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(3) For a scheme T the sheaf of nilpotents I ⊂ OT defines a closed subscheme
Tred := Z(I) ⊂ T .

For a group scheme H over a perfect field L the subscheme Hred ⊂ H is
a L-subgroup scheme.

For a group scheme G over a non-perfect field K, in general, Gred ⊂ G
is not a K-subgroup scheme. For an example se below.
(4) For a group scheme H over a perfect field L the L-subgroup scheme need
not be a normal subgroup scheme.
(5) For any field K and a K-algebra E of finite K-dimension the following
are equivalent:

(E/K is etale)⇔ (E is reduced).

See [36], Proposition on page 23.
We see that for a finite group schemes over a field the notions “etale” and
“reduced” are the same.
(6) Hidden nilpotents. Let K ba a non-perfect field with a ∈ K with
p
√
a 6∈ K. The closed subset

G := Spf(E) ⊂ Spf(K[X]) = Ga,K , E = K[X]/(Xp2
+ aXp))

is a finite subgroup scheme. In this case Gred ⊂ G is not a K-subgroup
scheme. We have E ∼= E1 ×E2 × · · · ×Ep: the scheme G is a disjoint union
of p subschemes, with

E1
∼= K[τ ]/(τp), Ej ∼= K( p

√
a), 1 < j ≤ p.

The ideal I − (τ) of nilpotents has K-dimension equal to p − 1. The ideal
of nilpotents of E ⊗K( p

√
a) has dimension p× (p− 1) over K( p

√
a).

(7) Another example that Gred ⊂ G is not a K-subgroup scheme and of
hidden nilpotents can be found in [4], 3.10: choose an ordinary elliptic curve
E0 over k ⊃ Fp, take the universal deformation E/k[[t]] in characteristic p
and let G = E[p], a finite group scheme of rank p2 over K = k[[t]]. Here
Gred is nog a subgroup scheme, and we have “hidden nilpotents” as above.
Here we see that such examples appear quite naturally.

Reminder. In (15.1) we find a description of a non-commutative group
scheme of rank p2.

(19.5) Semidirect products Let N and H be (abstract) groups, written
multiplicatively. Let ϕ : H → Aut(N) be a homomorphism of groups. We
define the semidirect product

G = N oϕ H
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as follows: as sets we have a bijection G = N × H, and the group law on
this product is given by:

(x1, y1)·(x2, y2) := (x1·ϕ(y1)(x2), y1·y2).

We see that conjugation on the normal subgroup N ⊂ G is given by

(1, y)·(x, 1)·(1, y−1) = (ϕ(y)(x), 1).

Note that N = {(x, 1)} ⊂ G and H = {(1, y)} ⊂ G are subgroups.

For group schemes this can be generalized as follows. Suppose given group
schemes N and H over some base scheme S. Define AutS(N) as

AutS(N)(T ) = AutT (NT ), for any T → S.

Example. Show AutK(αp,K) = Gm,K for any base field K ⊃ Fp. For a
proof and a generalization see 19.6

(19.6) We compute Aut(Gca) over any Λp base ring R.
Note that Z/p operates on a group scheme annihilated by p, hence elements
of (Z/p)∗ ∼= Z/(p− 1) act as automorphisms; moreover these commute with
automorphisms. Suppose the Hopf-algebra of Gca = Spf(E) is free over R; for
example this is the case if R is a local ring. The action on E = R[τ ]/(τp =
aτ) splits the augmentation ideal I in eigenspaces, each of them free of rank
one, and any automorphism of Gca (over any base extension) respects this
splitting. This we use to prove the following result.
Theorem.

Aut(Gca)
∼= Spf(R[λ,

1

λ
]/(a(λp−1− 1), c(λp−1− 1)); note that ac = p·1 ∈ R

with comultiplication λ 7→ λ ⊗ λ, coinverse λ 7→ 1/λ and augmentation
λ 7→ 1.
Proof. Over any base ring R′ we can view an automorphism of the Hopf-
algebra R′[τ ]/(τp − aτ) as a ringhomorphism given by τ 7→ λ·τ . The con-
dition τp = aτ , after multiplying with 1/λ, gives a(λp−1 − 1) = 0. This
condition applied to the comultiplication gives c(λp−1 − 1) = 0. Any in-
vertible value of λ satisfying these relations gives an automorphism, and all
automorphisms are given in this way. This proves the theorem. 2

For example a = 0 = c gives Aut(αp) = Spf(R[λ, 1
λ ]) = Gm.
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Comment. For abstract groups there is no nontrivial homomorphism
Z/p ↪→ Aut(Z/p); any Z/p o Z/p is split commutative. However for group
schemes an analogous situation is very different. Over k we have a homomor-
phism µp,k ↪→ Aut(αp,k). Over several base rings we can have a non-trivial
GCA → Aut(Gca), and we will see consequences below.

As we will see, G = αp,koµp,k as above cannot be lifted to a ring R in which
p·1 6= 0. One could therefore wonder whether there exist non-commutative
finite group schemes of rank p2 over a ring in which p·1 6= 0. We will see
that for every integer r ≥ 0 there exists a local artin ring R and a non-
commutative group scheme of rank p2 over R such that 0 6= pr·1 ∈ R, see
(19.8).

Acknowledgement. I thank Alexander Petrov who showed me this is not
the case, see (5) below for p = 2 and p·1 6= 0 ∈ R, and I thank Alexander
Petrov and Shizhang Li for further exchange of examples and ideas that lead
me to show (5) below.

(19.7) We study (non-commutative) group schemes G = Gca oϕ GCA. We
write Gca oGCA in case ϕ will be specified later.
Convention for this subsection:

k is an algebraically closed field of characteristic p and
R is a local artin ring with R/mR

∼= k.
Note that

if a ∈ R∗ then Gca
∼=R G

p
1
∼=R Z/p

R
,

and

if c ∈ R∗ then Gca
∼=R G

1/wp
wp

∼=R G
1
p
∼=R µp,R.

We consider a finite flat group scheme G of rank p2 over k or over R. We
mention and show the following properties:

(1) Over R any µp o GCA is commutative and split, and any Z/p o GCA is
commutative and split.

(2) A non-commutative group scheme G of rank p2 over k is G ∼= αp,koµp,k
over k, as described in 15.1. In particular, up to k-isomorphism there
is only one non-commutative group scheme of rank p2 over k. See [37],
Prop. 2.3.
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(3) Suppose G0/k is G0 = αp,k o µp,k, and suppose G/R is a lift of G0/k
over R→ k. (A lift over R is supposed to be flat over R.) Then there
exist a, c, ϕ such that G ∼= Gca oϕ µp,R. See [37], theorem on page 13.
Comment: compare with 19.8.

(4) In the situation as in (3), if G is non-commutative, then p·1 = 0 ∈ R.
We give a proof; also see [37], Prop. 3.3.
In other words: G0

∼= αp,k o µp,k as in (3) cannot be lifted to a a ring
R in which p·1 6= 0 ∈ R.

(5) For any prime number p, for any integer r ∈ Z>0 there exists an R with
pr·1 6= 0 ∈ R, and a, c, C ∈ mR and A ∈ R and a non-commutative
Gca oGCA over R.

Proof. (1) For µp = Gca over R, the case c ∈ R∗ and for Z/p = Gca, the case
a ∈ R∗ we have

Aut(Gca)
∼= Spf(R[λ,

1

λ
]/(a(λp−1 − 1), c(λp−1 − 1)) ∼= Spf(R[λ]/(λp−1 − 1),

a group scheme of rank p−1, and any homomorphism to GCA is trivial. This
proves Gca oGCA is commutative for these cases. This proves (1).

(5) Choose u, v ∈ Z>0, e.g. u = 1 = v. Choose R = Zp[π]/[πu+v − p, pr·π];
note that pr·1 6= 0 ∈ R. We take a = πu, c = pv, 1 ≤ w ≤ u + v, C = πw,
A = πu+v−w, and ξ1, · · · , ξp−1 = pr; note that ac = p = AC, and Cξj = 0
for every j and ξj1ξj2 = 0 for every j1, j2. We define

ϕ′ : R[λ,
1

λ
]/(a(λp−1 − 1), c(λp−1 − 1))→ R[τ ]/[τp −Aτ ]

by λ 7→ 1+
∑

1≤j≤p−1 ξjτ
j . We see that ϕ′(a(λp−1−1)) = 0 = ϕ′(c(λp−1−

1)). Hence ϕ′ is a ring homomorphism, defining

ϕ : GCA −→ Aut(Gca).

As aξj = 0 every j we see that

s(λ) = s(1 +
∑

1≤j≤p−1

ξjτ
j)

This proves (5).
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Survey. We see that
G ∼= αp,koµp,k non-commutive cannot be lifted to a ring R with p·1 6= 0,

however
αp,k × αp,k and αp,k × Z/p

k
can be lifted

to a ring with pr·1 6= 0 ∈ R for any integer r > 0.

Comment. Consider R(p2) as in 17.2. We see there exists a quotient
R(p2) � ∆ such that N (p2) ⊗R(p2) ∆ is non-commutative, and for every
integer r > 0 we have pr·1 6= 0 ∈ ∆, however there is no ring homomor-
phism from ∆ to a characteristic zero domain. We will not consider ∆ as a
characteristic zero ring.

Proofs can be given for statements below.

(19.8) Examples. (1) For any r ∈ Z≥0 there exists a local artin ring R in
which p·1 6= 0 and a finite flat non-commutative group scheme G/R of rank
p2 over R such that for any R ⊂ R′, where R′ is a local artin ring, there is
are non-zero proper subgroup schemes N1 ⊂ G ⊗ R′, and H ⊂ G ⊗ R′ both
flat of rank p over R′ with the property that (G⊗R R′) ∼= N1 oH.

(2) For any n > 1 there exists a local artin ring R and a finite flat com-
mutative group scheme G/R of rank pn over R such that for every R ⊂ R′,
where R′ is a local artin ring, there is no non-zero proper subgroup scheme
N1 ⊂ G⊗R′ flat of rank p over R′.

20 Tate-`-groups, p-divisible groups (Barsotti-Tate groups) and
the EO-stratification
In this section we give some background (not essential for understanding my
talks).

(20.1) Suppose A is an abelian variety of dimension g over a field K and `
is a prime number not equal to the characteristic of K. For every n ∈ Z≥0

the group scheme
A[`n] := ([`n] : A→ A)

is a finite group scheme of rank `2ng etale over K. It can be described as a
Galois module with Gal(Ksep/K) operating on (Z/`n)2g. The Tate-`-group
or the Tate-`-module is defined as

T`(A) = lim←(A[`n]), lim← = proj.lim
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which is “the same” as T`(A)(K) ∼= (Z`)2g with a continuous Galois action.
This tool gives an important point of view on the arithmetic of A. Many
important theorems in number theory use this approach.

Variant. Suppose S is a base scheme, ` is a prime number invertible in
all local rings of S and A/S is an abelian scheme. We define T`(A) =
lim←(A[`n]) and also in this situation this is useful tool

(20.2) How do you use this circle of ideas for a prime number p equal to
the characteristic of K? Iacopo Barsotti and John Tate pioneered in the
period 1962-1967 by introducing a new concept:

p-divisible groups, also called Barsotti-Tate groups.
The technical advantage is that these can be usefully studied over any base
scheme. For an abelian scheme A over a base scheme S define

A[p∞] = lim→(A[pn]) = ∪n A[pn], lim→ = ind.lim.

The choices either taking inverse limits, as in T`(A), or inductive limits, as
in A[p∞] have been made for technical reasons.
Remark. If p = ` is invertible in all local rings of S, the concepts T`(A)
and A[p∞] are equivalent notions.

Definition. A p-divisible group of height h over a base scheme S is given as
an inductive system X = (· · ·Gn ⊂ Gn+1 · · · ), of finite flat group schemes
over S, with the property that (∪Gn)[pi] = Gi. This means that for every
m and n there is an exact sequence

0→ Gm → Gm+n → Gn → 0.

In particular

Gn+1/Gn = G1 = Im([pn] : Gn+1 → Gn+1) :

you can view X as a tower of extensions where every consecutive subquotient
is isomorphic with G1.
We say that Gn = X[pn] is a Barsotti-Tate group truncated at level n.

(20.3) This opened a whole new approach, carried on by Manin, Grothendieck
and many others. Invariants of abelian varieties can be given as:

isomorphism classes of their p-divisible groups,
isogeny classes of their p-divisible groups, and
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isomorphism classes of their BT1-modules.
This gives naturally defined foliations and stratifications of moduli spaces
of abelian varieties in characteristic p. For a survey and for references, see
[28].

The importance of the Kraft theorem is that
classifying abelian varieties by their BT1-modules gives
a natural decomposition of the moduli space into a finite union
of locally closed subvarieties, called the EO-stratification.

In characteristic p we have no methods like arcs and cell-decompositions,
so useful in characteristic zero, but it turns out that the EO-stratification
behaves like a cell-decomposition (the boundary of every non-complete stra-
tum is a finite union of strata in codimension one, and much more). For a
survey, and for references see [28].

(20.4) Minimal p-divisible groups An interesting notion is “minimal
p-divisible groups”. We have seen that a p-divisible group X is a tower of
subquotients all isomorphic with X[p]; moreover ons can show that any BT1

group scheme G over k = k is a p-kernel: there exists X with X[p] ∼= G.

A fascinating story: does X[p] ∼= Y [p] imply X ∼= Y ? This was asked by
Grothendieck in a letter on January 5, 1970 to David Mumford: see [23],
page 745. For many p-divisible groups the answer is “no”.

Historical remark. The correspondence between Grothendieck and Mumford
only became known and available to me in 2010; I did not know this question
by Grothendieck and the answer by Mumford when I worked many years
ago on the result to be found in [25]; also see [30], 8.6.

The p-divisible groups for which X[p] ∼= Y [p] implies X ∼= Y are called
“minimal”; a classification is known (the problem being reduced to a com-
binatorial one). These play a crucial role in understanding the foliation of
the moduli space of polarized abelian varieties in characeristic p by isomor-
phism classes of A[p∞]. For every X the BT1 group scheme X[p] ∈MBT

k is
a simple object inMBT

k if and only if X is a minimal p-divisible group. For
more information, see [25], [28].
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21 Some questions

(21.1) Question. Fix pn. Is the set of [G, k] with (G) = pn a finite set of
isomorphism classes? For the definition of [G, k] see Section 16.

(21.2) Question. Suppose G = Spf(E) is a finite group scheme over k
such that G[F ] = G; then E = k[τ1, · · · , τn]/[τ2

1 , · · · , τ2
n]. If n > 1 does

there exist a normal subgroup scheme 0 $ N $ G? – The answer is probably
negative.

(21.3) For every p and n > 1 determine the precise structure of Spf(R(pn)).

(21.4) Specific example: m = p2, group schemes of rank p2. We have
seen in Section 15 and in 19.6 that there do exist non-commutative group
schemes of rank p2 over artin rings not in characteristic p Moreover we have
a complete classification of group schemes of rank p2 over an algebraically
closed field. We can ask and expect:
Question. Is every irreducible component of Spf(R(p2) ⊗ Fp) reduced, and
is the set of these irreducible components in bijetive correspondence with
the set of isomorphism classes of [G, k] of rank p2?
Question. Determine the structure of every irreducible component of Spf(R(p2)

not in characteristic p.
We expect: there is one component of Spf(R(p2) ⊗ Fp) with generic point
corresponding with a non-commutative group scheme, and this component
is not contained in a component in mixed characteristic, and all other ir-
reducible component of Spf(R(p2) ⊗ Fp) are contained in a component in
mixed characteristic.
Can we formulate generalizations of these questions to reasonable questions
about Spf(R(pn)? See below.

We wonder wether every finite group scheme can be “specialized to a product
of copies of αp”. Reminder: see (Expectation) (17.4). For a commutative
finite group scheme in char zero this is the case. Here is a precise question.

(21.5) Conjecture. Let L1 be an algebraically closed field of characteris-
tic zero, and e > 0. Suppose G is a finite group scheme of rank pe over L1.
Then (?) there exist an integral domain ∆ of characteristic p, a finite flat
group scheme G of rank pe over ∆, and
(generic fiber) inclusions ∆ ⊂ L2 and L1 ⊂ L2 such that G ⊗ L2

∼= G ⊗ L2
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and
(special fiber) a homomorphism ∆→ K such that G ⊗K ∼= (αp,K)e.

(21.6) Let Spf(T (pn)) be the ”moduli space” in the sense of Section 17
classifying commutative group schemes of rankm = pn, with universal object
Gm-com. Let Π0(Spf(T (pn))) be the set of irreducible components. We
expect:

• Every irreducible component T of Spf(T (pn)) has its generic point in
characteristic zero, i.e. there is a characteristic zero field k such that
Spf(T (pn))(k) 6= ∅.

• Note that for the generic point η ∈ T the geometric fiber G(m-com)
η is

given by a finite commutative p-group NT . We expect that

the map from Π0(Spf(T (pn))) to the set of isomorphism classes of
finite commutative groups of order m = pn, given by T 7→ HT to be

bijective

i.e. if T1, T2 are two irreducible components and NT1
∼= NT2 then

T1 = T2.

• Every irreducible component T of Spf(T (pn)) admits a point P0 ∈
Spf(T (pn))(K) with K algebraically closed of characteristic p and

G(m-com)
P0

∼= (αp,K)n .

• Question. Is every irreducible component T of Spf(T (pn) ⊗ Fp) a
reduced scheme?

References
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de de Géométrie Algébrique du Bois Marie – 1962-64, Vols.I-II-III.
Springer-Verlag, 1970, Lecture Notes in Mathematics, 151, 152,153.
https://webusers.imj-prg.fr/~patrick.polo/SGA3/

[7] R. Feynman – ‘Surely you’re joking, Mr. Feynman!’ adventures of a
curious character. As told to Ralph Leighton, edited by Edward Hutch-
ings. Unwin, 1985.

[8] E. Goren and M.-H. Nicole – Lectures on Hilbert modular varieties and
modular forms. CRM Monograph Series, Vol. 14, American Mathemat-
ical Society, Providence, RI, 2002.

[9] A. Grothendieck and J. Dieudonné – Éléments de gomtrie algbrique:
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22 Giving a lecture
“Is there a particular example of this general problem?”

Why yes, of course. ”Give me one example”.
I can’t understand anything in general unless I am carrying along in my mind a

specific example. When the guy’s in the middle of a bunch of equations, I’ll say, “Wait
a minute! There is an error! That can’t be right.”

The guy after a while finds the mistake and wonders “How the hell did this guy,
who hardly understood at the beginning, find that mistake in the mess of all these
equations?”

I have a specific example and I know from instinct and experience the properties of

the thing, I know the equation is the wrong way around.

Richard Feynman, [7], pp. 244/245

Suppose you are going to give a lecture about a mathematical topic, or
you teach a course for students. Here are some suggestions for rules to be
followed (not about the presentation, but about the contents, and the way
you explain your material).
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• Within the first few minutes of your talk, tell the audience what is the
aim of the lecture, a question, a result, or whatever along these lines.
– Some talks start with a long series of definitions and lemmas, that
usually make no sense to the audience. Start by giving a clear picture
of what you are going to do.– Sometimes a list of steps to be taken, or
aspects of the topic, helps giving a good structure. In that case after
finishing a step you say so, and you announce the next one.

• More generally: at every moment of your talk the audience should
receive the information what you are presenting, in which stage of
your talk you are.

• Every mathematical talk should contain at least one proof . Without
some of the people in the audience have no idea whether material
presented is easy or difficult. A clear proof indicates what you expect
people to understand.

• If possible, give an example that is an illustration of what you are
doing. Nice trick: if you know you are going to present a hard and
difficult proof, first give an easy example, explain well, and you will see
that mathematicians recognize later the general pattern of your proof
or theorem as a generalization of the example they did understand.

• Try to tell the audience which details of your proofs are easy, which
depend on deep abstract facts, and which use complicated arguments
like examples, combinatorics and tricks.

• Give the audience possibilities to ask questions; after you answer a
question, before proceeding, check whether the person who asked the
question did understand your explanation.

• Have a plan in your head: if for some reason you are running out to
time (too many questions, or ill-planned schedule), know what you
are going to delete, and which important messages you do present
in the remaining minutes. – Do not use more time than allowed: an
audience loses interest, or people have to go to another urgent meeting,
or whatever, if you are still talking after your time slot has ended.

• Take care that you spend the last 5 minutes in giving a survey, give
an answer to a question asked in the first minutes, or whatever is
necessary to conclude the message you started with. The tail of your
talk should abut to the beginning.
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